
Abstract

Fix an integer m > 2 and let K be a number field containing the mth

roots of unity with ring of integers R. Suppose that a is an element of

K with a = c/d for c, d ∈ R, and that b is an ideal of R relatively prime

to mR, cR, and dR. We define the mth power residue symbol
(

a

b

)

and,

using a method outlined by H. W. Lenstra, Jr., describe an algorithm for

its computation. The algorithm has a running time that is polynomial in

the input size when m is fixed but not when m is allowed to vary.
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CHAPTER I

BACKGROUND

In this chapter we present basic definitions and results for lattices and
number fields. We often refer the reader to the literature for proofs of our
statements.

1. Lattices

Definition. If n is a positive integer, then a lattice of rank n is the set

{
n∑

i=1

aixi | ai ∈ Z}

where x1, . . . , xn form a basis of Rn.

Note that there are many ways to define a lattice (see [4, p. 78] for
some of them) but this simple one is all we will need. Observe that any
lattice is isomorphic to Zn and that any group G isomorphic to Zn may be
considered a lattice of rank n in a trivial way, since Zn ⊂ Rn.

Definition. A basis for a lattice L of rank n is an R-linearly indepen-
dent set in L which generates L additively.

Clearly any basis of a lattice of rank n has n elements.
The following lemma is an exercise in Marcus [13, p. 44].

Lemma 1.1. If L is a lattice of rank n and G is a subgroup contained

in L, then G is a lattice of rank k where k ≤ n.

Proof. We proceed by induction on n. The case n = 1 is obvious, so
fix an integer n > 1 and assume that the lemma is proved for n− 1. Fix a
lattice L of rank n and a subgroup G; identify L with Zn. Let π : Zn → Z

be the homomorphism defined by

π(a1, . . . , an) = a1
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4 I. BACKGROUND

for any integer n-tuple (a1, . . . , an). Let G
′ = G ∩ kerπ.

Clearly kerπ is isomorphic to Zn−1 and thus by induction assumption
the subgroup G′ is a lattice of rank ≤ n − 1. If π(G) = {0} then G is
isomorphic to G′ and we are done. If on the other hand π(G) 6= {0}, then
π(G) = tZ for some t ∈ Z, since all subgroups of Z are cyclic. Fix h ∈ G
such that π(h) = t. Then fix g = (a1, . . . , an) ∈ G. Clearly a1 = jt for
some j ∈ Z. It follows that g′ = g − jh ∈ G′, so that g = jh+ g′. Further,
if jh + g′ = 0 for some j ∈ Z and some g′ ∈ G′, then 0 = π(jh + g′) = jt
so j = 0 and g′ = 0. We have shown that G is isomorphic to tZ⊕G′ and
this is obviously isomorphic to Zn. �

Suppose that L and L′ are lattices of rank n, X is a subgroup of L, and
L′ ⊂ X ⊂ L. Then an easy corollary of Lemma 1.1 is that X must be a
lattice of rank n.

The Determinant and the LLL Algorithm. We have not yet made
use of the fact that a lattice L of rank n is a subset of Rn. In fact we shall
usually ignore this inclusion and treat a lattice only as a free abelian group
with n generators. However, we will sometimes want to use the fact that
L ⊂ Rn, for example to compute short vectors in a lattice, and we now
explain how to do this.

For the whole subsection, we fix a lattice L of rank n. Let v1, . . . , vn
be a basis of L. Let B be the matrix whose jth column is the real n-
tuple vj . The determinant detL of the lattice L is the absolute value of
the determinant of the matrix B. The following proposition, which is an
exercise in Marcus ([13, p. 146]), shows that detL is well-defined.

Proposition 1.2. The quantity detL does not depend on the choice of

basis of L.

Proof. Suppose that v1, . . . , vn and w1, . . . , wn are two bases of L.
Let B, resp. B′, be the n by n real matrix whose jth column is vj , resp.
wj . Clearly neither detB nor detB′ is zero.

We may write B = B′M for some n by n integer matrix M . Taking
determinants of both sides we obtain detB = (detB′)(detM), so detB is
an integer multiple of detB′. If we interchange the roles of the vi and the
wi, we see that detB′ is an integer multiple of B also, so that detB =
± detB′. �

If L′ is a lattice of rank n containing L, then

detL = (detL′)|L′/L|.
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In particular, when L′ = Zn, detL = |Zn/L|. See [13, p. 135].
A fundamental parallelotope of L is a set of the form

{
n∑

i=1

aivi | ai ∈ R, 0 ≤ ai < 1

}

where v1, . . . , vn forms a basis of L. Of course the fundamental paral-
lelotope depends on the basis chosen for L. If L′ is a lattice of rank n
containing L and P is a fundamental parallelotope of L, then L′ ∩P forms
a set of coset representatives for L′/L.

As a subset of Rn, the lattice L inherits a norm ‖ · ‖. We will want
to find a vector x in L with ‖x‖ small. This can be done using the LLL
algorithm, named for its inventors A. K. Lenstra, H. W. Lenstra, Jr., and
L. Lovász. The LLL algorithm runs in polynomial time (see below for a
definition) and finds x ∈ L such that

‖x‖ ≤ δ(detL)1/n

where δ is a positive real constant. (The algorithm actually finds an entire
basis of L, each of whose elements have bounded absolute value.) The
quantity δ depends on n but not on the lattice L. In fact, in the original
LLL algorithm we can take

δ =

(
1

α− 1/4

)(n−1)/4

where α is a real-valued parameter with 1/4 < α < 1 (a larger choice of
α gives a smaller basis but makes the algorithm slower). The value of δ
has been subsequently improved in various ways but it remains exponen-
tial in n. See the original LLL paper [10]; also see [4, pp. 83–96] for an
implementation of the algorithm and several improvements.

Hermite and Smith Normal Forms. For this entire subsection, let
L be a lattice of rank n in Zn and let v1, . . . , vn be a basis of L. Write
the vi as the columns of an n by n integer matrix B. Changing the ba-
sis of L corresponds to applying elementary column operations to B or,
equivalently, multiplying B on the right by a unimodular matrix P . As
is well known from linear algebra, we can find a basis of L such that the
corresponding matrix is upper triangular.
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In fact, we can do a little better, and find a canonical basis. There exists
an n by n integer matrix B′ = (b′ij), called the Hermite normal form of B
or HNF of B for short, which satisfies the following conditions.

(1) B′ = BP for some unimodular matrix P (or in other words, B′ can
be obtained from B by elementary column operations).

(2) B′ is upper triangular.
(3) For i = 1, 2, . . . , n, we have b′ii > 0.
(4) For every j > i we have 0 ≤ b′ij < b′ii.

The matrix B′ is uniquely determined by B and therefore by L; its columns
give a basis of L called the HNF basis of L.

In fact, the HNF is defined for any n by k matrix B. B′ is again obtained
from B by elementary column operations. If k ≥ n, which is the only case
we will be interested in, then the first k − n columns of B′ are 0 and
the matrix formed by the last n columns of B′ satisfies conditions (2)–(4)
above. We can use this, for example, to find the HNF of a lattice generated
by k vectors. See [4, pp. 66–74] for algorithms to compute the HNF.

We will also want to study the finite abelian group G = Zn/L (every
finite abelian group can be given in this form). Writing a basis of L in
the columns of an n by n integer matrix B and performing both row and
column operations on B, we obtain an n by n integer matrix B′ = (b′ij)
called the Smith normal form or SNF of B such that

(1) B′ is diagonal, that is b′ij = 0 unless i = j, and
(2) we have b′ii | b′jj whenever j > i.

The row operations correspond to a change of basis for Zn and the column
operations to a change of basis for L. Thus if L′ is the lattice generated by
the columns of B′ then Zn/L ∼= Zn/L′. See [4, pp. 74–78] for algorithms
that compute the SNF.

2. Number Fields

In much of what we discuss in this section we follow Marcus [13]. See
Cohen [4] for the properties of orders and Cassels [2] or Cassels and Fröhlich
[3] for completions.

Definition. If z ∈ C and z is the root of a monic polynomial with
coefficients in Q, we say that z is an algebraic number. If z is the root of
a monic polynomial with coefficients in Z, we say that z is an algebraic

integer.

The conjugates of an algebraic number are the roots of its minimal
polynomial. Let z be an algebraic number with minimal polynomial f
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and suppose that z is a repeated root of f . Write f(X) = (X − z′)g(X).
Then z is also a root of g(X) and f ′(X) = g(X) + (X − z′)g′(X) so that
f ′(z) = 0. This is a contradiction since deg f ′ < deg f and f is the minimal
polynomial of z. We have shown that the minimal polynomial f cannot
have repeated roots, and so z has exactly deg f conjugates.

Definition. A fieldK is a number field if it has finite degree as a vector
space over Q.

Any number field K is isomorphic to Q(α) for some algebraic number
α ∈ C (see [13, pp. 259–260]). The degree of the field K is its degree
as a vector space over Q, which is the same as the degree of the minimal
polynomial of α. If n is the degree ofK then there are exactly n embeddings
of K in C, each one mapping α to one of its conjugates. It is easy to see
that any element of Q(α) has a minimal polynomial of degree ≤ n.

For the remainder of the chapter we fix a number field K of degree n.
Two important functions on K are the trace and the norm, denoted

TrK(x) and NK(x) respectively. (When the field is clear from context we
will simply write Tr(x) and N(x).) Let K have degree n and let σ1, . . . , σn
be the n distinct embeddings of K in C. For any x ∈ K, we set

TrK(x) =

n∑

i=1

σi(x), NK(x) =

n∏

i=1

σi(x).

It is not hard to see that TrK(x + y) = TrK(x) + TrK(y) and NK(xy) =
NK(x)NK(y) for any x and y in K. Also, if r ∈ Q and x ∈ K then

TrK(rx) = rTr(x) and NK(rx) = rnNK(x).
Fix x ∈ K and let f be its minimal polynomial over Q. Let k be the

degree of f and let τ1, . . . , τk be the k distinct embeddings of Q(x) in C.
Each τ lifts to exactly n/k embeddings of K in C (see [13, p. 259]) and so

TrK(x) =
n

k

n∑

i=1

τi(x), NK(x) =

(
n∏

i=1

τi(x)

)n/k

.

Observe that n/k = [K : Q(x)] ∈ Z. Writing

f(X) = a0 + a1X + · · ·+ ak−1X
k−1 +Xk

with the ai in Q and observing that

n∑

i=1

τi(x) = −ak−1,
n∏

i=1

τi(x) = ±a0,
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we see that the trace and norm map K into Q.
Note that our notions of trace and norm are often called the absolute

trace and norm respectively, to distinguish them from the relative trace

and norm TrK
′

K (x) and NK′

K (x) which map an extension K ′ into K. We
will not need the relative trace and norm.

A very important example of a number field is the cyclotomic field Q(ζ).
For any positive integer t, let φ(t) be the number of positive integers less
than t and relatively prime to t (φ is called the Euler phi function). Then
the degree of Q(ζ) is φ(m); see [13, p. 15] for a proof of this.

Ring of Integers, Orders, and Ideals.

Definition. The ring of integers R of K is the set of all elements of K
which are algebraic integers over Q.

For example, the ring of integers of the cyclotomic field Q(ζ) is Z[ζ] (see
[13, p. 35] for the proof). If α is an algebraic integer then the ring Z[α] is an
order in the number field K = Q(α) (see below) but Z[α] is not necessarily
the full ring of integers.

We list several properties of R. Clearly Z ⊂ R. As an additive group,
R is isomorphic to Zn; a Z-basis of R is called an integral basis of R. If
x ∈ K then there exists a d ∈ Z such that dx ∈ R. Thus K is the field of
fractions of R. It is easy to see that the trace and norm map R into Z.

If a is an ideal of R generated over R by a1, . . . , ak, we write a =
(a1, . . . , ak) (there will be no confusion with the same notation for vectors
since the ai lie in R). If a1, . . . , ak generate a over Z then we write a =
(a1, . . . , ak)Z.

Ideals a and b of R may be added, intersected, or multiplied, the result
in each case being another ideal of R. We have

a+ b = {a+ b | a ∈ a, b ∈ b},

ab =

{∑

i

aibi | ai ∈ a, bi ∈ b

}
.

The product of two ideals is a subset of both. If a, b are ideals of R with
a ⊂ b, then there is an ideal c of R such that bc = a.

A prime ideal p in R is an ideal for which the quotient R/p is an integral
domain. The norm of an ideal b in R, denoted N(b), is |R/b|. Note that
if x ∈ R then N(xR) = |NK(x)|, and if b and c are ideals in R then
N(bc) = N(b)N(c) (see [13, p. 66]).
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Every ideal in the ring of integers R can be written in a unique way as
the product of prime ideals. See [13, p. 56] for a proof of this fact. The sum
of two ideals of R is their greatest common divisor and their intersection
is their least common multiple, where these have the obvious meanings.

Definition. An order A in R is a subring of R whose additive group
is isomorphic to Zn.

Just as for the full ring of integers R, we may define for an order A the
set of prime ideals, the sum and product of two ideals, and the norm of an
ideal.

An order A is not as well-behaved as R. Not only are there ideals which
do not factor into primes, but it may be that a ⊂ b without there being an
ideal c such that bc = a. We give an example of this.

Let t be a squarefree integer with t ≡ 1 mod 8, and let

K = Q(
√
t), R = Z[(1 +

√
t)/2], A = Z[

√
t].

Then R is the ring of integers of K (see [13, p. 30]) and A is an order in
K. Let

P =

(
2,

1 +
√
t

2

)
and Q =

(
2,

1−
√
t

2

)
.

The reader may verify (or look up in [13, pp. 74–75]) that P and Q are
primes and that PQ = 2R.

Let p = P∩A, q = Q∩A. It is clear to see that p and q are both prime
ideals of A containing 2A. However, the reader may verify that

p =
(
2, 1 +

√
t
)
, q =

(
2, 1−

√
t
)
, pq =

(
2 + 2

√
t, 2− 2

√
t
)
.

We can now see that 2 6∈ pq, so pq is properly contained in 2A. This means
that 2A does not factor into prime ideals. Further, no other ideals contain
2A (the reader should verify this, remembering to check the case that some
ideal c contains 2A and is contained in p or q). Thus there can be no ideal
c such that pc = 2A although 2A ⊂ c.

Let an order A be generated by ω1, . . . , ωn and let b be a nonzero element
of A. It is easy to see that bω1, . . . , bωn cannot be linearly dependent and
so bA is a lattice of rank n. Thus any nonzero ideal a in A is a lattice of
rank n since a contains bA for any b ∈ a.
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Extensions. Let K ′ be a number field containing K with ring of inte-
gers S. We say that K ′ is an extension of K. Fix a prime P of S; then
p = P ∩K is a prime of R. We say that P lies over p. If K ′ is a Galois
extension, each element of the Galois group Gal(K ′/K) maps P to another
prime Q of S which also lies over p.

Let P be the set of primes of S lying over p. This set is finite. Further,

p =
∏

Q∈P

Qe(Q|p)

where e(Q | p) is a positive integer called the ramification index of Q over
p. The product of primes on the right is called the decomposition of p in
the extension K ′. If e(Q | p) > 1 then we say that Q is ramified. If any
of the primes in P is ramified then we say that p ramifies in the extension
K ′.

If α1, . . . , αn form an integral basis of R, then we define the discriminant

discR by letting discR = detT , where T is the n by n integer matrix whose
entry in the ith row and jth column is Tr(αiαj). By a standard theorem
([13, p. 25]), discR 6= 0. Further, the primes in Z which divide discR are
precisely those which ramify in K ([13, p. 112]). The different, defined
below, gives an even better characterization of the ramified primes. Note
that the discriminant of Z[ζ], the ring of integers of a cyclotomic field,
divides m; hence the unramified primes are precisely those which do not
divide m.

There is a natural embedding of R/p in S/P: R is mapped into S by
containment, reduction by P gives a homomorphism from R into S/P, and
clearly the kernel of this homomorphism is R∩P = p. Since R/p and S/P
are finite fields, we can let f(P | p) be the degree of the field extension.
We call this integer f(P | p) the inertial degree of P over p.

If K ′′ is an extension of K ′ with ring of integers T and U is a prime of
T lying over P, then it is not hard to see that

e(U | p) = e(U | P)e(P | p) and
f(U | p) = f(U | P)f(P | p).

The central result relating ramification index and inertial degree says that

∑

Q∈P

e(Q | p)f(Q | p) = [K ′ : K].
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See [13, pp. 65–69].
We define two subgroups of Gal(K ′/K). Let

D(P | p) = {σ ∈ Gal(K ′/K) | σ(P) = P},

the decomposition group, and let

E(P | p) = {σ ∈ Gal(K ′/K) | σ(α) ≡ α mod P for all α ∈ S},

the inertia group.
One can prove that |E(P | p)| = e(P | p); see [13, pp. 100–101]. Further,

we can construct a homomorphism from D(P | p) into Gal((S/P)/(R/p)).
Restrict an element σ ∈ D(P | p) to S, then reduce mod P to obtain a
map σ′ from S to S/P. It is clear to see that σ′ has kernel P and so we get
an automorphism σ from S/P to S/P. We can easily check that σ fixes
R/P and so the map σ 7→ σ is the desired homomorphism of D(P | p) into
Gal((S/P)/(R/p)). The kernel of this homomorphism is E(P | p). Since
|Gal((S/P)/(R/p))| = f(P | p), we have |D(P | p)|/|E(P | p)| = f(P | p).
Thus if p is unramified so that |E(P | p)| = 1, then |D(P | p)| = f(P | p).

Completion. If b is an ideal of R we define the order of b at p, written
ordp b, as follows: write

b = pnq

where q is relatively prime to p, and set ordp b = n.
An especially useful case is that where b = xR for some x ∈ R, and here

we write ordp x for the order of xR at p. We may extend the definition to
any x ∈ K in an obvious way: if x = a/b with a, b ∈ R then

ordp x =
ordp a

ordp b
.

The following proposition is a generalization of the familiar Chinese
Remainder Theorem and is often called the weak approximation theorem.

Proposition 1.3. Suppose that k is a positive integer, p1, p2, . . . , pk
are prime ideals of R, x1, x2, . . . , xk are elements of K, and n1, n2, . . . , nk
are integers. Then there exists an x ∈ K such that

ordpi
(x− xi) ≥ ni

for i = 1, 2, . . . , k, and ordq x ≥ 0 for all primes q not in {p1, . . . , pk}.
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See [14, p. 12] for the proof (note that there vp(x) is used for our ordp x).
For each prime p of R lying over a prime p in Q, we define a map | · |p

from K to R by setting
|x|p = p− ordp x

for every x in K. This is called the p-adic valuation on K. We have

p = {x ∈ K | |x|p < 1}, R = {x ∈ K | |x|p ≤ 1}.

(The reader will note that in fact we could take any valuation equivalent

to | · |p, namely a valuation | · | for which |x| = |x|λp where λ is a positive
real number. However the p-adic valuation suffices for our purposes. See
[2] for more details.)

The reader will quickly see that |·|p is a metric onK. It not only satisfies
the triangle inequality but the ultrametric property

|x+ y|p ≤ max{|x|p, |y|p}

for every x and y in K.
If K ′ is an extension of K with ring of integers S and P is a prime of S

lying over a prime p of R, then it is easy to see that | · |P extends | · |p in
the sense that |x|P = |x|p for any x ∈ K.

Definition. The completion of K at p is the completion of K as a
metric space with respect to | · |p.

Let K ′ be the completion of K at a prime p and write | · | for both the
valuation | · |p and its extension to K ′. Let

P = {x ∈ K ′ | |x| < 1}, S = {x ∈ K ′ | |x| ≤ 1}.

Then S is a ring, P is an ideal in S, and S/P is a finite field isomorphic to
R/p. See [2, pp. 41–42].

The following result is known as Hensel’s Lemma.

Proposition 1.4. Let K ′ be the completion of K at a prime p with S
and P defined as above. Suppose that f is a polynomial with coefficients in

the ring S and a0 is an element of S such that

|f(a0)| < |f ′(a0)|2.

Then there is an a ∈ S such that f(a) = 0.

See [2, pp. 49–51] for the proof.
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The Frobenius Automorphism. In defining the Frobenius automor-
phism we follow Marcus [13, pp. 108–110]. Suppose that K ′ is an extension
of K with ring of integers S. Let p be a prime in Q that is not ramified in
K ′, hence not ramified in K, and let p be a prime of R lying over p, P a
prime of S lying over p. Let G be the Galois group of S/P over R/p and
let D = D(P | p). It follows from our results above that D is isomorphic
to G.

The finite fields S/P and R/p have characteristic p. Hence G is gener-
ated by the map which takes x ∈ S/P to xN(p) (see [13, p. 265]). Therefore
we have a generator σ of D such that

σ(x) ≡ xN(p) mod P

for any x ∈ S. Certainly σ is the only element in Gal(K ′/K) with this
property. We call σ the Frobenius automorphism corresponding to P. Note
that the order of σ is |D| = f(P|p).

If P′ is another prime lying over p then for some φ ∈ Gal(K ′/K) we
have φ(P) = P′. The reader may easily check that the Frobenius auto-
morphism corresponding to P′ is φσφ−1. Thus in particular when K ′ is an
abelian extension the Frobenius automorphism is determined by p, so we
may extend the definition of the Frobenius automorphism to all unramified
ideals b in R as follows. Write

b = (p1)
e1(p2)

e2 · · · (pr)er

and let σi be the Frobenius automorphism of pi. Then we declare that the
Frobenius automorphism of b in K ′/K is

(σ1)
e1(σ2)

e2 · · · (σr)er .
For an example, take K = Q(ζ). The Galois group of Q(ζ) is isomorphic

to (Z/mZ)∗, with n ∈ (Z/mZ)∗ corresponding to the mapping carrying ζ
to ζn (see [13, p. 18]). Let p be a prime not dividing m, so that p is
unramified, and let p be a prime of Z[ζ] lying over p. Let σ be the Frobenius
automorphism corresponding to a prime p and let n be the element of
(Z/mZ)∗ corresponding to σ. Then

ζn = σ(ζ) ≡ ζp mod p

and as we will prove below (Lemma 3.1), this means that ζp = ζn so σ
corresponds to p in (Z/mZ)∗. A nice consequence is that f(p | p) is the
order of p mod m.

We will need one easy result on Frobenius automorphisms, which comes
from [3, p. 166].
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Proposition 1.5. Suppose that K ′ and K ′′ are both abelian Galois

extensions of K with K ′ ⊂ K ′′ and that b is an ideal in R unrami-

fied in K ′′. Let σ′ be the Frobenius automorphism of b in the extension

K ′/K, σ′′ the Frobenius automorphism of b in the extension K ′′/K, and

θ : Gal(K ′′/K) → Gal(K ′/K) the restriction map. Then

σ′ = θ(σ′′).

Proof. Clearly it suffices to prove the result for a prime p. Let P′ be
any prime of K ′ lying over p and let P′′ be any prime of K ′′ lying over P′.
Let S′ be the ring of integers of K ′ and let S′′ be the ring of integers of
K ′′.

For any x ∈ S′′,
σ′′(x) ≡ xN(p) mod P′′

by definition. When x ∈ S′, then

σ′′(x)− xN(p) ∈ S′,

and so since P′ = P′′ ∩ S′,

σ′′(x) ≡ xN(p) mod P′.

The proposition now follows by the uniqueness of the Frobenius auto-
morphism. �

Fractional Ideals and the Different. This subsection is based closely
on a series of exercises in Marcus [13, pp. 92–97].

Definition. A subset A ⊂ K is a fractional ideal if A = xa where x is
a nonzero element of K and a is a nonzero ideal of R.

Clearly ideals of R are fractional ideals; we call these integral ideals when
we need to distinguish them from fractional ideals. However in general by
the word “ideal” we shall mean “ideal of an order A”. Note that one can
define “fractional ideals of an order A” but we shall not need this notion.

Let A be a fractional ideal of R; clearly RA ⊂ A. Write A = xa for some
nonzero x ∈ K and some nonzero ideal a of R. Fix y ∈ A and write y = ax
for some a ∈ a; then the map that takes y to a can be easily seen to be an
isomorphism of additive groups mapping A onto a. Since a is isomorphic
to Zn, so is A. Conversely, any subgroup G of K is a fractional ideal if
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G is isomorphic to Zn and RG ⊂ G. To see this, let G be generated by
g1, . . . , gn, write gi = xi/yi for algebraic integers xi and yi, set x =

∏n
i=1 yi,

and observe that xG is an integral ideal of R.
Fix two fractional ideals A and B and write A = xa, B = yb for x and

y nonzero in K and a and b nonzero ideals of R. We define the product
AB to be the fractional ideal (xy)(ab); clearly this is independent of our
choice of x, y, a, and b.

The next proposition establishes that the fractional ideals form a group
with the operation of multiplication and identity the integral ideal R.

Proposition 1.6. For every fractional ideal A of R, there is a frac-

tional ideal A−1 of R such that AA−1 = R.

Proof. Fix a fractional ideal A and let

A−1 = {x ∈ K | xA ⊂ R}.

Fix y nonzero in A and let b = yA−1. Then b is clearly an ideal in R and
A−1 = (1/y)b, so that A−1 is a fractional ideal. Further, clearly AA−1 ⊂ R
so AA−1 is an integral ideal.

Now we suppose that AA−1 6= R and derive a contradiction. By a
lemma of Marcus [13, p. 57], there is an element γ ∈ K with γ 6∈ R and
γAA−1 ⊂ R. Clearly γA−1 ⊂ A−1. A well-known theorem (proved in [13,
pp. 15–16]) says that if γA ⊂ A for any finitely generated additive group
A ⊂ C, then γ is an algebraic integer. Thus γ ∈ R; this contradiction
establishes the proposition. �

With this result proved we are justified in calling A−1 the inverse of
A since it is unique by group theory. Note that if 1 ∈ A then A−1 is an
integral ideal.

Definition. The codifferent C is the set

{x ∈ K | Tr(xR) ∈ Z}.

We show that the codifferent is a fractional ideal. Let ω1, . . . , ωn be an
integral basis for R and let M be the n by n rational matrix whose entry
in the ith row and jth column is Tr(ωiωj). Let d = detM ; by definition
d = discR 6= 0. For each j = 1, 2, . . . , n, let mj be the jth row of M .

Fix an element y ∈ C and write

y =
n∑

i=1

aiωi
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where the ai lie in Q. Let a be the rational n-tuple (a1, . . . , an). Let

b = (Tr(yω1), . . . ,Tr(yωn)).

By definition b is an integer n-tuple. Further, it is easy to see that

b = (m1 · a, . . . ,mn · a) =Ma.

Thus a = M−1b and hence da is an integer n-tuple. This means that
dy ⊂ R and we have proven that dC ⊂ R. Since obviously dC is a nonzero
integral ideal of R, we have succeeded in proving that C is a fractional ideal.
The following definition therefore makes sense.

Definition. The different d is the inverse of the codifferent.

Clearly 1 ∈ C and so the different d is an integral ideal.
The most interesting things about the different are that its norm is discR

and that its factors are exactly the ramified primes in K. For a proof of
this see the exercises in [13, pp. 95–96]. We will see another use of the
different in Chapter 5.

The Geometry of Numbers. We construct an embedding of a num-
ber fieldK in a real vector space, following closely the exposition of Lenstra
in [12]. We have K = Q(α) for some algebraic number α and we let
f(X) ∈ Q[X] be the minimal polynomial of α. Let n be the degree of K
over Q, let r be the number of real roots of f , and let 2s be the number of
complex roots of f ; the complex roots come in conjugate pairs so s is an
integer. Write the set of roots in the form

{γ1, . . . , γr, δ1, δ1, . . . , δs, δs}

and embed the additive group of K in the real vector space Rr ⊕ Cs as
follows: any x ∈ K is equal to g(α) for some g ∈ Q[X] and we map x to

ψ(x) = (g(γ1), . . . , g(γr), g(δ1), . . . , g(δs)).

Identifying K with its image ψ(K), we see that the norm map N : K →
Q can be extended to all of Rr ⊕ Cs as follows: let

(2) N(x1, . . . , xr, y1, . . . , ys) =

∣∣∣∣∣
r∏

i=1

xi

s∏

i=1

yiyi

∣∣∣∣∣ .
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where the xi are real and the yi are complex. Notice that this is an exten-
sion only up to sign; that is, the norm we just defined on all of Rr ⊕ Cs is
the absolute value of the usual norm defined earlier. However we will not
need to worry about the sign.

Certainly ψ(R) is a lattice in Rn. Marcus ([13, p. 134]) proves that

detψ(R) =

√
| discR|
2s

.

We can thus compute the norm of an ideal a in R by using the formula
detψ(a) = detψ(R)N(a).

Kummer Theory. We will be interested in themth roots of an element
a in K. This we can handle with Kummer theory , which is the study of
abelian extensions K ′ of K such that xm ∈ K for every x ∈ K ′ (we say
that K ′ has exponent m). We will need only one easy result.

Proposition 1.7. Suppose that K is a number field containing all mth

roots of unity. If a ∈ K and x, x′ ∈ C with xm = a and (x′)m = a, then
the extensions K(x)/K and K(x, x′)/K are abelian Galois extensions.

Proof. Observe that the conjugates of x are exactly the complex num-
bers of the form ζkx. Since every mth root of unity is in K we see that
all the conjugates of x are in K(x); it follows that K(x)/K is Galois. We
know that any element τ of the Galois group must map x to a conjugate
of x, and so τ(x) = zx for some mth root of unity z. If we map τ to the
associated z we obtain a mapping of Gal(K(x)/K) into µm, the group of
mth roots of unity. This map is clearly a homomorphism since if τ ′ maps x
to z′x with z′ another mth root of unity, then ττ ′ maps x to zz′x. Further,
the map is injective since τ is completely determined by its action on x. It
follows that Gal(K(x)/K) is abelian.

By similar reasoning we find that K(x, x′) contains all conjugates of x
and x′, and therefore is a Galois extension of K. Any element τ of the
Galois group maps x to zx and x′ to z′x′ with z and z′ mth roots of
unity; we associate τ with the element (z, z′) in the group µm ⊕ µm. We
can rapidly verify that this is a homomorphism and an injective map, and
therefore that Gal(K(x, x′)/K) is abelian. �

3. Algorithms

An algorithm is a sequence of instructions which, if followed, provides
an output and terminates in a finite time. Of course, this is not quite a
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definition since we have not specified what an “instruction” is. However,
we shall be content with this rather vague description. Algorithms are
mathematical models of computer programs.

Encodings and Object Sizes. An algorithm takes certain objects as
inputs and produces other objects as outputs. These may be orders, ideals,
groups, field elements, and so on. We will only deal with a finite number
of different types of objects; let T1 be the set of all objects of one type, T2
the set of all objects of another, and so on up to Tk. Let U be the union of
the Ti. For simplicity, in this section we deal only with algorithms which
take exactly one object as input and produce only one object as output.
The reader will have no difficulty in extending our discussion to algorithms
which, like many of the algorithms in the rest of this thesis, input or output
multiple objects.

Abstractly it suffices to specify an object in ordinary mathematical lan-
guage, but a real digital computer cannot operate with anything but pos-
itive integers of a finite size. Thus we must give encodings of objects, i.e.
descriptions of objects which use only positive integers. In mathematical
language we want an injective mapping ei of Ti into (Z+)∞, where (Z+)∞

is the set of all vectors of positive integers with a finite number of entries.
If W is an element of Ti then we say that e(W ) encodes W . In practice we
will allow more structure on the encoding of W , for instance allowing it to
be an integer matrix, but in principle all our encodings could be given as
vectors of integers.

A simple example is the set of rational numbers. Every rational number
q may be written (−1)t(a/b) where t is either 0 or 1, a and b are positive
integers, and the fraction a/b is in lowest terms. Thus the encoding of q is
(t, a, b). In Chapter 2 we will give encodings for all of the objects we will
use.

We also want to measure the size of an object W ∈ U , which we denote
size(W ). We let size(0) = 1 and, for any positive integer n, let

size(n) = ⌊1 + log n⌋.

Let an objectW ∈ U be encoded by (w1, . . . , wn) where the wi are integers.
Then

size(W ) =

n∑

i=1

size(wi).

Note that the size of W is the number of bits required to write all the
integers in the encoding of W in binary. (A bit is a binary digit, i.e. a 0
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or a 1.) For example, the rational number 4/17 is encoded by the triple
(0, 4, 17), so

size(4/17) = 1 + ⌊log(1 + 4)⌋+ ⌊log(1 + 17)⌋ = 9.

Indeed, 4/17 can be encoded by the 9 bits (0, 100, 10001).

The Order of a Function.

We would like to measure the asymptotic behavior of an algorithm, that
is its behavior for large inputs. We can measure the asymptotic behavior
of any function by using the so-called “big oh” notation.

Definition. If f and g are functions mapping Z to R then f has order
g if there is a positive integer N and a positive real number C such that
for all integers n > N , f(n) ≤ Cg(n). We also write f = O(g) to express
the same thing (hence the name “big oh”).

We will need an expanded version of this definition which takes into
account our size function. First note that since the encoding function on
each Ti is injective, clearly the set

{u ∈ U | size(u) = s}

is finite for any positive integer s.

Definition. If V is a subset of U and f is a function mapping V to R

then we define the function f̂ , which maps Z to R, by

f̂(s) = max{f(v) | v ∈ V, size(v) = s}.

If g is another function mapping V to R then we say that f has order g,

or write f = O(g), if f̂ has order ĝ as defined above.

Note that trivially ŝize is just the identity mapping.
The following proposition usually makes it easy to find for a given f a

simple function g (such as 1, x, αx, and so forth) for which f = O(g).

Proposition 1.8. Suppose that V is a subset of U and f1, f2, g1, and
g2 are functions mapping V to R such that f1 = O(g1), f2 = O(g2). Let g
be the function from V to R such that g(v) = max{g1(v), g2(v)} for every

v ∈ V . Then

(1) f1 + f2 = O(g) and
(2) f1 · f2 = O(g1 · g2).
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The proof is easy and left to the reader. As an example of the use of
Proposition 1.8, we suggest that the reader verify that when V = Q and f
is a polynomial of degree d with rational coefficients then f = O(Xd).

We can use the big oh notation to divide functions into a number of
classes.

Definition. If V is a subset of U and f and g are functions mapping
V to R then

• f is constant in g if f = O(g),
• f is logarithmic in g if f = O(log g),
• f is linear in g if f = O(g),
• f is polynomial in g if f = O(gk) for some positive integer k, and
• f is exponential in g if f = O(αg) for some positive real number
α > 1.

It is now clear how we will carry out our measurement of the asymp-
totic behavior of an algorithm. We will let f(W ) be some measure of the
algorithm’s behavior for a given inputW and decide whether f is constant,
logarithmic, etc. in size(W ). Note that this necessarily gives a worst-case

analysis, and that the algorithm’s behavior on many inputs may be very
different from its behavior on the worst-case input.

Running Time and Output Size. The two measures of an algo-
rithm’s behavior to which we will apply a big oh analysis will be the algo-
rithm’s running time and output size. We now define these.

The simplest possible algorithm is a bit operation. A bit operation takes
as input one or two bits and gives as a result either one or two bits. For
example, we may add two bits, perform a logical AND on two bits, or
negate a bit.

Any algorithm performs a sequence of bit operations on its input. For
a given input W we let D(W ) be the number of bit operations performed
by the algorithm. The integer D(W ) is called the running time of the

algorithm for the input D. The integer D̂(s) for any integer s is called the
worst-case running time or just the running time.

For an example we examine an algorithm which adds 1 to a given positive
integer. We use the grade school addition algorithm, which simply adds
bits from right to left, carrying when necessary. For a fixed input size s,
clearly the worst case for this algorithm is the input 2s−1, in whose binary
representation all bits are 1, and we can quickly see that this requires s bit
additions. Thus D̂(s) = s for this algorithm.
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If, for a given inputW , an algorithm produces the output X, then we let
the output size forW be the integer E(W ) = size(X). The integer Ê(s) for
any positive integer s is called the worst-case output size or just the output
size of the algorithm. Observe that Ê(s) = s + 1 for our incrementing
algorithm.

Actually carrying out the conversion from an English description of an
algorithm to bit operations is tedious and never necessary for any but the
most basic algorithms. Similarly, one almost never tries to calculate the
actual output size for a given input. Instead one uses Proposition 1.8 and
a small set of known results to apply a big oh analysis and classify the
running time and output size as constant, linear, etc. in the size of the
input. When we have made such a classification, we will say that we have
a “polynomial-time algorithm”, “an algorithm with linear output size”, “an
algorithm which runs in logarithmic time”, and so forth.

We will use a large number of subroutines, that is algorithms which are
used by other algorithms. In all cases that we deal with here, all sub-
routines called by an algorithm have polynomial running time and output
size. To check that the algorithm itself runs in polynomial time, we can
simply suppose that all subroutines return the right answer instantly and
check whether the resulting running time is polynomial in the input size;
if so, by Proposition 1.8 it easily follows that the original algorithm runs
in polynomial time.

Polynomial-time algorithms for arithmetic in Q and linear algebra over
both Z and Q are well-known; these algorithms can accept inputs of un-
limited size. We will use them freely throughout the rest of this thesis.

For a more thorough discussion of algorithms, big oh, and various sorts
of proofs, the reader should consult one of the many books on algorithms,
such as Cormen et. al. [5].
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CHAPTER II

ENCODINGS OF BASIC OBJECTS

Certain objects form the building blocks of our algorithm for the com-
putation of the power residue symbol. In this chapter we present encodings
for these objects and also sketch polynomial-time algorithms for basic op-
erations on them. Detailed implementations of the algorithms, as well as
proofs of termination, correctness, and polynomial running time, can be
found in standard books on algorithms like Henri Cohen’s [4].

1. Lattices

Most of the lattices on which we will operate will be considered as sub-
lattices of a larger lattice, and we might as well assume that the larger
lattice is Zn. Let L be a lattice of rank n which is contained in Zn and let
v1, . . . , vn be a basis of L, so that each vi is an integer n-tuple. We write
B for the matrix whose ith column is vi. The lattice L is encoded by the
Hermite normal form of B. (The HNF condition simply corresponds to a
change of basis.)

When we want to apply the LLL algorithm, however, we will want to
consider a lattice as nontrivially embedded in a real vector space. Let L
be a lattice of rank n and let v1, . . . , vn be a basis of L. We encode L as
the n by n real matrix whose jth column is the real n-tuple vj . (Of course
we cannot encode real numbers inside a digital computer, but in practice
careful rational approximation suffices. See [4, p. 89] for a full discussion
and references.)

Throughout the thesis, we will use the first encoding for our lattices
except where we expressly invoke the second. In particular, the following
operations use the first encoding. So, for the remainder of the section we
fix lattices L and L′ of rank n, each contained in Zn.

To find the lattice generated by a given set of vectors in Zn, we write all
the given vectors as columns of a matrix B and apply the HNF algorithm
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to B. The result is a matrix B′ in HNF which encodes the desired lattice.
(Of course the matrix B′ may not be of full rank, in which case we do not
have a lattice by our definition.) We can apply this process in particular
to the sum L+L′, taking as the generating set the union of the generators
of L and L′.

We can determine whether L = L′ simply by comparing the matrices
encoding them. Since the HNF is unique, L = L′ only when these matrices
are equal.

If indeed L′ 6= L but we know that L ⊂ L′, we can find an element a
which is in L′ but not in L. To do this, let B = (bij) be the n by n integer
matrix encoding L and let B′ = (b′ij) be the n by n integer matrix encoding
L′. Since both matrices are in HNF and are specifically upper triangular,
it is easy to see that for each j = 1, 2, . . . , n, we must have b′jj | bjj , and
that if in fact b′jj = bjj for each such j then L = L′. We can therefore take
any j for which b′jj 6= bjj and the jth column will encode the desired a.

To determine whether a given element a ∈ Zn is in L, we apply linear
algebra algorithms to determine whether a is in the image of the matrix B
which encodes L. If a is found to lie in L, these algorithms also tell us how
to find a as a Z-linear combination of the generators of L.

We find detL by computing the determinant of the matrix encoding L.
This simply means multiplying the diagonal elements since the matrix is
in HNF.

Suppose that v1, . . . , vn is a basis of L and that P is the corresponding
fundamental parallelotope. Given x in Zn, we can find ℓ ∈ L and x′ ∈
Zn ∩ P with x′ = x− ℓ as follows. Using linear algebra over Q, write x as
a Q-linear combination of the vi:

x =
n∑

i=1

rivi.

Let ℓ = (⌊s1⌋, . . . , ⌊sn⌋) and let x′ = x− ℓ.

2. Number fields

Let K = Q(α) be a number field of degree n over Q and let f ∈ Q[X]
be the minimal polynomial of α over Q. Write

f(X) = a0 + a1X + a2X
2 + · · ·+ an−1X

n−1 +Xn

for some positive integer n and a0, . . . , an−1 ∈ Q. We then encode K by
the rational n-tuple (a0, . . . , an−1).
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An element x ∈ K has a unique minimal polynomial g ∈ Q[X] with
degree ≤ n. We write

g(X) =
n∑

i=0

biX
i

and encode x by the rational n-tuple (b0, . . . , bn).
For arithmetic operations, i.e. the sum, difference, product, and quotient

of elements of K, we do polynomial operations using resultants. See [4, pp.
156–157] for implementations. The norm of an element is the constant
coefficient of its minimal polynomial f (up to an easily computed sign) and
the trace is the coefficient of Xdeg f−1.

To find an element x ∈ K as a quotient b/c with b, c in the ring of
integers of K, let f ∈ Q[X] be the minimal polynomial of x and write

f(X) =
n∑

i=1

ri
si
Xi

where the ri and si are integers. Let c be the least common multiple of the
si and let

g(X) =

n∑

i=1

ric
n−i

si
Xi.

Let b = cx. Clearly g(b) = 0 and the coefficients of g are integers, so b is
an algebraic integer, and c is a rational integer, hence an algebraic integer.
Thus we see that x = b/c as desired.

3. Orders

Let K be a number field of degree n over Q and let A be an order in
K. By definition, A is generated additively by some ω1, . . . , ωn in K. For
each i and j with 1 ≤ i < j ≤ n, we have integers tij1, . . . , tijn such that

ωiωj =
n∑

k=1

tijkωk.

We encode A by the ωi together with the integers tijk.
If x is an element of A, we must have

x =
n∑

i=1

aiωi
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for some integers i and so we encode x by the n-tuple (a1, . . . , an).
Let x and y be elements of A and let (a1, . . . , an) and (b1, . . . , bn) be

the integer n-tuples encoding x and y respectively. The sum x + y is just
the sum of the n-tuples and similarly for the difference x− y. The reader
can easily check that xy is the integer n-tuple whose kth component is

n∑

i=1

n∑

j=1

aibjtijk.

For the quotient x/y, we let X1, . . . , Xn be unknowns and set up a system
of n integer linear equations, one for each k = 1, . . . , n:

ak =
n∑

i=1

n∑

j=1

Xibjtijk.

The solution to this system encodes x/y. If there is no solution then y does
not divide x in A.

Example: the ring of integers in a cyclotomic field. The case
where K = Q(ζ) and A = Z[ζ] will come up repeatedly. We may take
1, ζ, . . . , ζφ(m)−1 as a basis of Z[ζ]. Clearly ζiζj = ζi+j so we may take the
integers tijk to be 1 if k = i+ j mod φ(m) and 0 otherwise.

Now for any x ∈ Z[ζ], we may write

x =

φ(m)−1∑

i=0

aiζ
i,

where the ai are integers, and the element x is encoded by the φ(m)-tuple
(a0, . . . , aφ(m)−1).

4. Integral Ideals

Let K be a number field, let A be an order in K, and let a be an ideal
in A. As we saw above, a is a lattice of rank n contained in the lattice A,
which has rank n. We therefore have a encoding of a as a lattice L of rank
n contained in Zn, where we have identified A and Zn.

Suppose that a and b are ideals in an order A. Then we can find the
sum a+ b simply by summing the lattices L and L′ which encode a and b.
If we know that b ⊂ a, then similarly we can test the condition a = b, and
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find an element a ∈ a, a 6∈ b when a 6= b, by using the corresponding lattice
operations. For the product ab of two general ideals a and b, we compute
the n2 products of the form vv′ where v is in the set of generators of L and
v′ is in the set of generators of L′; then the lattice generated by these n2

vectors encodes ab.

5. Fractional ideals

Let K be a number field with ring of integers R. A fractional ideal A of
R is equal to xa for some nonzero x ∈ K and some nonzero integral ideal
a of R. We encode A by the pair (x, a).

If A and B are fractional ideals encoded by (x, a) and (y, b) respectively,
the the product AB is encoded by (xy, ab).

6. Finite Abelian Groups

Let G be a finite abelian group, written additively. For some positive
integer n and some lattice L of rank n in Zn, we have G ∼= Zn/L. Let
n and L be such that n is as small as possible. We encode G by the
lattice L, given by some basis v1, . . . , vn. Note that our choice of basis
determines a fundamental parallelotope P , and that elements of Zn ∩ P
with the operation of addition modulo L form a group isomorphic to G.

If G′ is a subgroup of G, then there is a lattice L′ in Zn such that L ⊂ L′

and G′ ∼= L′/L. We encode G′ by the lattice L′ in Zn.
An element g ∈ G is a coset x + L where x ∈ Zn. There is a unique x′

in the fundamental parallelotope P which is also in the coset x + L. We
encode the element g by this x′, which is an n-tuple of integers. Of course
this means that our encoding of g is dependent upon the basis chosen for L,
but if we should need to change the basis of L it is easy to use linear algebra
to find the n-tuple corresponding to g with respect to the new basis.

Let γ be an endomorphism of G. There is a linear transformation τ of
Zn such that τ(L) ⊂ L and γ(x+ L) = τ(x) for every x ∈ Zn. We encode
γ by the matrix T of τ on the standard basis of Zn. T is an n by n integer
matrix.

Notice that any n by n integer matrix T for which TL ⊂ L gives a
corresponding endomorphism γ of G by setting γ(x+ L) = Tx.

Suppose that g and h are elements of G encoded by x and y and that γ,
γ′ are endomorphisms of G encoded by matrices T and T ′. We find g + h
by computing x + y and an element ℓ in L such that x + y − ℓ is in the
fundamental parallelotope P ; a similar process suffices to find −g and γg.
The composition γγ′ is simply the matrix product TT ′.



28 II. ENCODINGS OF BASIC OBJECTS

We may find the decomposition

G =

t∑

i=1

Z/niZ

of G into cyclic groups, where t is a positive integer and ni | ni+1 for
each i = 1, 2, . . . , t − 1, by computing the SNF B = (bij) of the lattice L
encoding G and setting ni = bii.

If we are given G as a quotient Zn/L with n not minimal and an endo-
morphism γ as a linear transformation of Zn, we can find the encoding of G
and γ as follows. The lattice L is encoded as an n by n matrix in HNF. The
condition that n is not minimal ensures that at least one diagonal entry is
1. If the entry in row i and column i is 1, strike out the ith row and ith
column. The resulting matrix encodes a lattice L′ of rank n′ in Zn′

with
G = Zn′

/L′. Clearly n′ is minimal, so L′ encodes G. To find the encoding
of γ, let e1, . . . , en be the standard basis vectors of Zn and compute γei
for each i such that the ith row and ith column were not struck out. The
result for each such i will be an element of the fundamental parallelotope
of L and will therefore have zeroes in the jth entry whenever the jth row
and jth column were struck out. Striking out these zeroes gives an element
of Zn′

, the image of one of the basis vectors of Zn′

. It is now easy to write
down the encoding of γ.

7. Finite Z[ζ]-Modules

Let M be a finite Z[ζ]-module, that is a finite abelian group written
additively with an action of ζ. We encode M by its additive group to-
gether with the endomorphism γ of the additive group which takes x ∈ M
to ζx. Elements and endomorphisms of M are thus just encoded as the
corresponding objects for the additive group of M .

Let Z be the n by n matrix encoding γ and let L be the lattice encoding
the additive group of M . Note that Z satisfies two conditions: not only is
ZL contained in L but also

1 + Z + Z2 + · · ·+ Zm−1 = 0

where 1 is the identity matrix and 0 is the zero matrix . If n is a positive
integer and L is a lattice of rank n in Zn, then any n by n integer matrix Z
for which these two conditions hold will give an action of ζ on the additive
group Zn/L.
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Let ǫ be an endomorphism of M and let E be the corresponding n
by n integer matrix. Note that E satisfies two conditions: EL ⊂ L and
im (EZ − ZE) ⊂ L. Any n by n integer matrix satisfying these two
conditions will give an endomorphism of M .

Addition and the operation of an endomorphism on M are performed
just as in the case of a finite additive group. If x is an element of M then
ζx is the group element γx. Thus to compute ax for any a ∈ Z[ζ] we let
(a0, . . . , aφ(m)−1) encode a and compute

ax =

φ(m)−1∑

i=0

aiζ
ix.



CHAPTER III

THE POWER RESIDUE SYMBOL

Throughout this chapter, K is an algebraic number field containing all
mth roots of unity. We let R be the ring of integers of K.

The propositions and definitions of this chapter are based on Exercises
1 and 2 in [3, pp. 348 ff.]. In Section 1 we work out the first five parts of
that exercise, and in Section 2 we use the definition of the extended power
residue symbol found in part 10 of Exercise 2.

1. Definition and Properties

Recall that if a and p lie in Z then the Legendre symbol (a/p), also
written

(

a
p

)

, is 0 if p | a, 1 if a is a quadratic residue mod p, and -1 if a is

a quadratic nonresidue mod p. One can show that when p ∤ a and p 6= 2
then

(

a

p

)

≡ a(p−1)/2 mod p

and that this is enough to define (a/p). It turns out to be useful to extend
this symbol to the Jacobi symbol, whose “denominator” can be any integer.
Thus if a and b are integers and b has the factorization

b =
k
∏

i=1

peii

for some primes pi and positive integers ei, then we define the Jacobi symbol
(a/b) by

(

a

b

)

=

k
∏

i=1

(

a

pi

)ei

.
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30 III. THE POWER RESIDUE SYMBOL

Let ω be a cube root of unity, fix a ∈ Z[ω] and a prime p of Z[ω] with
N(p) 6= 3, and declare that the cubic residue symbol (a/p)3 is a cube root
of unity satisfying

(

a

p

)

3

≡ a(N(p)−1)/3 mod p.

One can prove that this property suffices to define (a/p)3 and also that
(a/p)3 = 1 if and only if there exists an x ∈ Z[ω] such that x3 ≡ a mod p.
See [7] for a thorough discussion of the Legendre symbol, Jacobi symbol,
and cubic residue symbol and elementary proofs of their properties.

It is natural to try to continue in this way, and to extend the notion
of power residue symbol to general number fields. This is the goal of the
present chapter.

First we need some notation. For any a1, . . . , ar ∈ K, let S(a1, . . . , ar)
be the set of all prime ideals p in R for which either p | mR or |ai|p 6= 1 for
some i ∈ {1, . . . , r}. Let I(a1, . . . , ar) be the set of ideals in R which are
relatively prime to every ideal in S(a1, . . . , ar).

Elements of I(a) are unramified in extensions of the form K(x)/K with
x any mth root of a. We prove this using the following lemma, in which
we write µm for the group of mth roots of unity.

Lemma 3.1. If p is a prime in R relatively prime to mR, let ν : µm →
(R/p)∗ be defined by ν(z) = z + p. Then ν is injective.

Proof. Clearly ν is a homomorphism. We have the polynomial identity

m−1
∑

i=0

Xi =
Xm − 1

X − 1
=

m−1
∏

i=1

X − ζi

and substituting X = 1 we have

m =

m−1
∏

i=1

1− ζi

Suppose that z is in the kernel of ν. Then 1− z ∈ p. If z 6= 1 we have just
seen that 1− z divides m so m ∈ p, a contradiction. It follows that z = 1
and ν is injective. �
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Lemma 3.2. If a is a nonzero element of K and x is an element of C
with xm = a then every ideal in I(a) is unramified in K(x).

Proof. We fix an ideal in I(a) and show that it must be unramified;
clearly it suffices to consider a prime ideal p in I(a).

We would also like to assume without loss of generality that a ∈ R. Our
first step toward this goal is to find b and c in R such that a = b/c and
|b|p = |c|p = 1. Certainly we can find d and e in R such that a = d/e. Now
write

dR = pn
t
∏

i=1

qsii

for some nonnegative integers n, t, and s1, . . . , st and some prime ideals
q1, . . . , qt in R. Using Proposition 1.3, we find an element b ∈ R with
ordp b = 0 and ordqi b = si for each i. Then

bR = d

t
∏

i=1

qsii

with d an ideal of R relatively prime to p and all the qi. Now let c = be/d.
Clearly ordp e = n so ordp c = 0; it follows that c has nonnegative order at
every prime so c ∈ R. We have thus found b and c in R with |b|p = |c|p = 1
and b/c = a.

Certainly K(cx) = K(x) and

(cx)m = cmxm = cma = bcm−1.

By the result of the previous paragraph p ∈ I(bcm−1). It follows that by
replacing a with bcm−1 and x with cx, we can assume that a lies in R
without loss of generality.

Next we fix a prime ideal P in K(x) lying over p and let E = E(P|p).
Since |E| is the ramification index of P over p, we need only show that E
is trivial to complete our proof.

Let us therefore fix some element σ ∈ E. Clearly x is an algebraic integer
so σ(x) ≡ x mod P. We know that σ maps x to one of its conjugates, which
must be of the form ζx for some mth root of unity ζ 6= 1. Therefore we
have ζx ≡ x mod P so

(1− ζ)x ∈ P.

Since P is prime we must have either x ∈ P or 1− ζ ∈ P.
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If x ∈ P then x(xm−1) = a ∈ P so a ∈ P∩K = p, but this is impossible
since |a|p = 1. If 1−ζ ∈ P then 1−ζ ∈ p (since 1−ζ ∈ K); now by Lemma
3.1 we have ζ = 1 and we conclude that σ is the trivial automorphism. It
follows that E is trivial, establishing the desired result. �

Definition. Suppose we are given a nonzero element a ∈ K and an
ideal b in I(a). Choose x ∈ C such that xm = a and let σ be the Frobenius
automorphism of the abelian extension K(x)/K associated to the ideal b.
Then the power residue symbol (a/b) is defined by

(

a

b

)

=
σ(x)

x
.

We must check two things to verify that this definition is valid. First,
we must show that b is unramified in K(x)/K so that the Frobenius au-
tomorphism is defined; this we did in Lemma 3.2. And second, we must
show that (a/b) is independent of the choice of x. Observe that any y ∈ C
for which ym = a satisfies ζy = x for some mth root of unity ζ. Thus

σ(x)

x
=

σ(ζy)

ζy
=

ζσ(y)

ζy
=

σ(y)

y

establishing the result.

Proposition 3.3. The power residue symbol (a/b) is always an mth

root of unity.

Proof. Fix a nonzero element a in K and an ideal b in I(a). Choose
x ∈ C with xm = a and let σ be the Frobenius automorphism of b. We
have

(

a

b

)m

=
σ(x)m

xm
=

σ(xm)

xm
=

σ(a)

a
= 1. �

The power residue symbol is an extension of the Jacobi symbol and
shares its characteristic properties, as we see in the following results.

Proposition 3.4. Fix nonzero elements a, a′ in K and an ideal b in

I(a, a′). Then
(

aa′

b

)

=

(

a

b

)(

a′

b

)

.

Proof. Choose x, x′ ∈ C with xm = a and (x′)m = a′. Let σ, τ , µ,
and η be the Frobenius automorphisms of b in the extensions K(x)/K,
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K(x′)/K, K(xx′)/K, and K(x, x′)/K respectively (this makes sense since
all of these extensions are abelian by Proposition 1.7). By Proposition 1.5,
σ(x) = η(x), τ(x′) = η(x′), and µ(xx′) = η(xx′). Thus

(

aa′

b

)

=
µ(xx′)

xx′
=

η(xx′)

xx′
=

η(x)

x

η(x′)

x′
=

σ(x)

x

τ(x′)

x′
=

(

a

b

)(

a′

b

)

. �

Proposition 3.5. Fix a nonzero element a ∈ K and ideals b, b′ in

I(a). Then
(

a

bb′

)

=

(

a

b

)(

a

b′

)

.

Proof. Fix x ∈ C with xm = a. Let σ and τ be the Frobenius auto-
morphisms of b and b′ in K(x)/K. Then the Frobenius automorphism of
bb′ is στ and

(

a

bb′

)

=
σ(τ(x))

x
=

σ
(

x
(

a
b′

))

x
=

σ(x)

x

(

a

b′

)

=

(

a

b

)(

a

b′

)

. �

Proposition 3.6. If a is a nonzero element of K, p is a prime ideal in

I(a), and p is the rational prime lying under p, then m divides (N(p)− 1)
and

(

a

p

)

≡ a
N(p)−1

m mod p.

Proof. First we show that m divides N(p)−1. In chapter 1 we showed
that when K is the cyclotomic field Q(ζ), f(p | p) is the order of p mod m.
Since by definition N(p) = pf(p|p) we see that m divides N(p) − 1 in this
special case.

Turning to the general case we let p′ be the prime of Z[ζ] lying above p
and below p; then N(p′)k = N(p) for some integer k and since N(p′) ≡ 1
mod m we see immediately that N(p) ≡ 1 mod m.

Now fix x ∈ C with xm = a and let P be a prime of K(x) lying over p.
Since | · |P extends | · |p,

1 = |a|p = |xm|p = |xm|P = (|x|P)m

and so |x|P = 1. Let σ be the Frobenius automorphism in Gal(K(x)/K)
associated to p. Note that by definition

(1) σ(x) ≡ xN(p) mod P.
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Further,

(2) a
N(p)−1

m = (xm)
N(p)−1

m = xN(p)−1 =
xN(p)

x
.

Combining (1) and (2) gives

a
N(p)−1

m ≡
σ(x)

x
mod P

and σ(x)/x is just (a/p). Since both a and (a/p) lie in K and p = P ∩K,
we see that

a
N(p)−1

m ≡

(

a

p

)

mod p. �

Note that the condition given in this proposition is clearly a defining
property of the power residue symbol, by Lemma 3.1.

Note also that it is easy to use this result and one of the powering algo-
rithms [4, pp. 8–12] to give a polynomial-time algorithm to compute

(

a
p

)

.

However, this only works when the input ideal is known to be prime. If the
input ideal is not prime then we can factor it and apply this algorithm, but
unfortunately no polynomial-time algorithm is known for the factorization
process, so this algorithm is not fast enough. We will find a way around
this difficulty in the following two chapters.

Proposition 3.7. If a and a′ are elements of R, b is an ideal in I(a),
and a ≡ a′ mod b, then b ∈ I(a′) and

(

a

b

)

=

(

a′

b

)

.

Proof. Certainly we may assume without loss of generality that b is
a prime p. If a′ ∈ p then a ∈ p, a contradiction; hence |a′|p = 1 so that
p ∈ I(a′).

Using ≡ to mean equivalence mod p, we have

(

a

p

)

≡ a
N(p)−1

m ≡ (a′)
N(p)−1

m ≡

(

a′

p

)

.

By Lemma 3.1, whenever two mth roots of unity are equivalent mod p they
must be equal. This gives the desired result. �
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Proposition 3.8. Suppose that a is a nonzero element of K and p is

a prime ideal in I(a). Let K ′ be the completion of K at p and let a be the

image of a in R/p. Then the following are equivalent:

(1) (a/p) = 1.
(2) There exists an x in R/p such that xm = a.
(3) There exists a y in K ′ such that ym = a.

Proof. (1) ⇒ (2). The multiplicative group of any finite field is cyclic,
so we may let v be a generator of (R/p)∗. Write vj = a for some integer j.
By Proposition 3.6 we have

1 = (a)
N(p)−1

m = (vj)
N(p)−1

m = v
j|(R/p)∗|

m .

and so |(R/p)∗| divides j|(R/p)∗|/m. It follows that m divides j and so we
may let x = vj/m; clearly xm = a as desired.

(2) ⇒ (3). Let f(X) = Xm − a. By (2) we have an x ∈ R/p with
xm = a; let u ∈ R be any lift of x. Then

f(u) = um − a ∈ p

so |f(u)|p < 1. Also,

|f ′(u)|p = |mum−1|p = 1

since clearly |u|p = 1, |m|p = 1. The conditions of Hensel’s Lemma (Propo-
sition 1.4) are satisfied. Thus for some y ∈ K ′, f(y) = 0 so ym = a as
desired.

(3) ⇒ (1). Write | · | for both the valuation | · |p on K and its extension
to K ′. Then

1 = |a| = |ym| = |y|m

so |y| = 1. Let

P = {x ∈ K ′ | |x| < 1}, S = {x ∈ K ′ | |x| ≤ 1}.

Then as we stated in Chapter 1, Section 2, S is a ring, P is an ideal in S,
and R/p and S/P are isomorphic. Let y be the image of y in S/P . Then

y|(R/p)∗| = 1 whence |y|(R/p)∗| − 1| < 1. We now have

|a
N(p)−1

m − 1| = |(ym)
N(p)−1

m − 1| = |y|(R/p)∗| − 1| < 1

and using Proposition 3.6 we see that (a/p) − 1 ∈ p. Lemma 3.1 tells us
that (a/p) = 1 as desired. �
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2. An Extension of the Power Residue Symbol

Calculation of the mth power residue symbol (a/b) will require an ex-
tended version of the symbol. In this extended symbol the ideal b need not
be in I(a), but b is required to be principal.

For any a ∈ K, we write P(a) for the set of all prime ideals in I(a).

Definition. If a and b are any elements of K with b nonzero then the
extended power residue symbol of a and b, written (a/b), is defined by

(

a

b

)

=
∏

p∈P(a)

(

a

p

)ordp b

.

where the symbol on the right is the power residue symbol defined in the
previous section.

For any a in K and b in R with b nonzero and bR ∈ I(a), we can verify
immediately that (a/b) = (a/bR), so our new symbol really does extend
the previous one. Further, it is also obvious that for any a, b, and b′ in K
with b, b′ nonzero,

(

a

b

)(

a

b′

)

=

(

a

bb′

)

.

However, the reader should take warning that the rule

(3)

(

a

b

)(

a′

b

)

=

(

aa′

b

)

for a, a′ and b in K with b nonzero does not work in general. For example,
suppose that

bR =
t
∏

i=1

peii

where the pi are distinct primes in R, all relatively prime to mR, and the ei
are positive integers. Suppose further that a and b are relatively prime but
that gcd(a′R, bR) = p1. Then (aa′/b) = (a/b)(a′/b)(a/p1)

−1, as the reader
may easily work out, and we see that (3) does not hold if (a/p1) 6= 1.

We will need one other extension of our earlier results.

Lemma 3.9. If a, a′, and b are elements of R such that b is nonzero

and a ≡ a′ mod b, then
(

a

b

)

=

(

a′

b

)

.
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Proof. Let B be the set of primes dividing bR and fix p ∈ P(a) ∩ B.
Suppose that p | a′R; then a′ ∈ p and, since p | bR, b ∈ p. Since a ≡ a′

mod b, there is some c ∈ R such that a = a′ + cb. The integer a′ + cb is in
p and so p | aR, which is a contradiction. Thus p ∤ a′R, so p ∈ P(a′) ∩ B.
Interchanging a and a′ gives a similar result, and so P(a)∩B = P(a′)∩B.
Further, it is clear that for any p ∈ P(a) ∩ B, we have a ≡ a′ mod p. Now

(

a

b

)

=
∏

p∈P(a)∩B

(

a

p

)ordp b

=
∏

p∈P(a′)∩B

(

a′

p

)ordp b

=

(

a

b

)

. �



CHAPTER IV

REDUCTION TO THE CYCLOTOMIC CASE

In the article “Computing Jacobi symbols in algebraic number fields”
[11], Hendrik W. Lenstra, Jr. gives in some detail a method for computing
the quadratic power residue symbol. On the last page of the paper, Lenstra
sketches a method for reducing the computation of an mth power residue
symbol in a general number field K to the computation of several mth
power residue symbols in the cyclotomic field Q(ζ). In this chapter we
fill in the details of Lenstra’s method; in the next we will explain how to
compute mth power residue symbols in Q(ζ).

Lenstra’s method uses a new object, which we will call the signature
(ǫ,M) of a Z[ζ]-module M and an endomorphism ǫ of M . It turns out
that if M = R/b for a ring of integers R and an ideal b of R, and if ǫ is
multiplication by some a ∈ R, then

(ǫ,M) =

(

a

b

)

.

The multiplicative property

(

c/d

b

)

=

(

c

b

)(

d

b

)−1

then makes it trivial to compute (a/b) for any a ∈ K with a = c/d, c and
d being elements of R.

The reader will notice, however, that when we turn to computations in
the second half of the chapter, we assume only that M is A/b for an order
A in a number field with ζ ∈ A and an ideal b in A. We do this because it
is difficult in general to compute the full ring of integers of a number field
K, but it is easy to generate orders in K (for example, if K = Q(α) and α
is an algebraic integer then Z[α] is always an order). In many applications,
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38 IV. REDUCTION TO THE CYCLOTOMIC CASE

for example the number field sieve for factoring integers, one assumes that
the order A is the full ring of integers R and computes merrily until some
evidence appears that A 6= R; then one enlarges A and continues. Our
algorithm fits nicely into this scheme. See [1] for a discussion of these
issues.

We introduce the notation

〈x1, . . . , xk〉,

where x1, . . . , xk are elements of a Z[ζ]-module M , to mean the set
{

k
∑

i=1

aixi | ai ∈ Z[ζ]

}

.

One assumption will be made throughout the chapter: if R is a ring
containing Z[ζ] and b is an ideal in R then we make R/b into a Z[ζ]-module
in a natural way. If a ∈ Z[ζ] and x ∈ R/b, then we let a be the image of a
in R/b and let ax = ax. We extend this notion to a direct sum of rings of
the form R/b in the obvious way, letting a(x1, . . . , xt) = (ax1, . . . , axt).

1. Definition and Properties of the Signature

Definition. A finite Z[ζ]-module M is admissible if gcd(|M |,m) = 1.

Definition. If M is a finite admissible Z[ζ]-module, we say that x, y ∈
M are equivalent whenever there exists some k ∈ {0, 1, 2, . . . ,m− 1} with
x = ζky. We write x ∼ y for the statement “x and y are equivalent”.

Lemma 4.1. If M is a finite admissible Z[ζ]-module, then ∼ is an equiv-
alence relation on M . Each nonzero equivalence class has m elements; zero
is the only element in its equivalence class. If M is finite, then |M | ≡ 1
mod m.

Proof. The only nonobvious statement is that each nonzero equiva-
lence class has m elements. To prove this, fix x ∈ M with x 6= 0 and let k
be the number of elements in the class containing x; we show that k = m.

Certainly ζkx = x and k is the smallest positive integer with this prop-
erty. Since ζmx = x, we see that k ≤ m. Suppose, for a contradiction, that
k < m. In the course of proving Lemma 3.1 we showed that ζk − 1 divides
m, so since (ζk − 1)x = 0 we have mx = 0. Clearly |M |x = 0, and since
gcd(|M |,m) = 1 there exist a and b in Z with a|M | + bm = 1. It follows
that 1x = 0 which is the desired contradiction. �

If a map ǫ from a Z[ζ]-module to itself satisfies ǫ(ζx) = ζǫ(x) for every
x in the module, we say that ǫ commutes with ζ.
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Lemma 4.2. Suppose that M is an admissible Z[ζ]-module, C is the set
of equivalence classes of M , and ǫ : M → M is a map which commutes
with ζ. Then ǫ acts faithfully on equivalence classes, inducing a map from
C to C which we also call ǫ; if ǫ is bijective then so is the induced map.

Proof. Fix u and v in M with u ∼ v and write u = ζkv for some
k ∈ {0, 1, 2, . . . ,m− 1}. Then ǫ(u) = ζkǫ(v) so ǫ(u) ∼ ǫ(v); it follows that
ǫ acts faithfully on equivalence classes.

Suppose that ǫ is bijective; we need only show that the induced map is
injective. Fix classes U and V in C and let u and v be representatives of
U and V . If ǫ(U) = ǫ(V ), then ǫ(u) ∼ ǫ(v) and so ǫ(u) = ζkǫ(v) = ǫ(ζkv).
Since ǫ is bijective, u = ζkv so u ∼ v whence U = V , establishing that the
induced map is injective. �

Definition. If M is a finite admissible Z[ζ]-module then a represen-
tative set for M is a subset of M containing exactly one representative of
every nonzero equivalence class.

Fix a representative set S of a finite admissible Z[ζ]-module M . We
define maps βS : M → S and γS : M → {1, ζ, ζ2, . . . , ζm−1} by setting
βS(x) equal to the representative of the class containing x and declaring
that

x = γS(x)βS(x).

Proposition 4.3. Suppose that M is a finite admissible Z[ζ]-module,
that both S and T are representative sets for M , and that ǫ : M → M is a
bijective map commuting with ζ. Then

(1)
∏

s∈S

γSǫ(s) =
∏

t∈T

γT ǫ(t).

Proof. We prove the proposition in the case where S and T differ by
a single element; the full result follows since for general representative sets
S and T , there exist representative sets S1 = S, S2, S3, . . . , Sr = T with Si

and Si+1 differing by a single element for each i = 1, 2, . . . , r − 1.
Assume, then, that only on a single equivalence class E do S and T

differ. Let s and t be the representatives of E in S and T respectively, and
write t = ζks for some k ∈ {0, 1, 2, . . . ,m− 1}.

Clearly we may cancel all representatives of equivalence classes other
than E and ǫ−1(E) in (1). When E = ǫ−1(E), (1) becomes

γSǫ(s) = γT ǫ(t)
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and when E 6= ǫ−1(E), (1) becomes

γSǫ(s)γSǫ(u) = γT ǫ(t)γT ǫ(u)

where u is the representative of ǫ−1(E) (necessarily u is the representative
in both S and T ). We now prove these equations hold in their respective
cases.

First suppose that E = ǫ(E). Then

ǫ(t) = γT ǫ(t)t = γT ǫ(t)ζ
ks

and
ǫ(t) = ζkǫ(s) = ζkγSǫ(s)s.

Setting the right sides equal we see that γSǫ(s) = γT ǫ(t) as desired.
Next we suppose that ǫ(E) 6= E. Let v be the representative of ǫ(E);

necessarily v ∈ S and v ∈ T . Observe that

ǫ(u) = γT ǫ(u)t = γT ǫ(u)ζ
ks,

ǫ(u) = γSǫ(u)s,

ǫ(t) = γT ǫ(t)v, and

ǫ(t) = ζkǫ(s) = ζkγSǫ(s)v.

From these we get

γT ǫ(u)ζ
k = γSǫ(u) and

γT ǫ(t) = ζkγSǫ(s).

and it follows that

γSǫ(s)γSǫ(u) = γT ǫ(t)γT ǫ(u)

as desired. �

Definition. If M is a finite admissible Z[ζ]-module and ǫ : M → M is
a bijective map commuting with ζ, then the signature of M and ǫ, denoted
(ǫ,M), is

∏

s∈S

γSǫ(s)

This definition is unambiguous since by Proposition 4.3 the choice of
S does not affect the value of (ǫ,M). Since we shall henceforth choose
only one representative set for each module we consider, we shall drop the
subscript of the functions βS and γS , letting the choice of representative
set be clear from context.
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Proposition 4.4. If M is a finite admissible Z[ζ]-module and ǫ : M →
M and ǫ′ : M → M are bijective maps commuting with ζ, then

(ǫǫ′,M) = (ǫ,M)(ǫ′,M).

Proof. Let S be a representative set for M . Then for any s ∈ S,

(ǫǫ′)(s) = ǫ(γǫ′(s)βǫ′(s))

= γǫ′(s)ǫ(βǫ′(s))

= γǫ′(s)γǫ(βǫ′(s))βǫ(βǫ′(s))

so that
γ(ǫǫ′)(s) = γǫ′(s)γǫ(βǫ′(s))

By Lemma 4.2, βǫ′(s) runs through S as s runs through S, and so we see
that

∏

s∈S

γ(ǫǫ′)(s) =
∏

s∈S

γǫ(s)
∏

s∈S

γǫ′(s)

The proposition follows. �

Proposition 4.5. Suppose that M , M ′, and M ′′ are finite admissible
Z[ζ]-modules such that the following diagram commutes and is exact:

(2)

{0} −−−−→ M ′ i
−−−−→ M

f
−−−−→ M ′′ −−−−→ {0}





yǫ′





y

ǫ





yǫ′′

{0} −−−−→ M ′ i
−−−−→ M

f
−−−−→ M ′′ −−−−→ {0}

Then if ǫ is bijective,

(ǫ,M) = (ǫ′,M ′)(ǫ′′,M ′′).

It is clear to see from the diagram that ǫ′ and ǫ′′ are bijective whenever
ǫ is, so the signatures (ǫ′,M ′) and (ǫ′′,M ′′) are defined.

Proof. We may find a function g : M ′′ → M which commutes with
ζ and for which fg = 1 as follows: set g(0) = 0 and, for each z in a
representative set Z of M ′′, let g(z) be any element of f−1(z); declaring
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that g commutes with ζ now defines g. It follows that any element x ∈ M
has a unique representation in the form

x = i(r) + g(z)

with r ∈ M ′, g ∈ M ′′.
Now let R and Z be representative sets for M ′ and M ′′ respectively and

form the set

S = {i(r) | r ∈ R} ∪ {i(r) + g(z) | r ∈ M ′, z ∈ Z}.

We claim that S is a representative set for M . First we show that if two
elements of S are equivalent then they are equal. Fix s and s′ in S and
suppose that s ∼ s′; write s = ζks′ for some k ∈ {0, 1, 2, . . . ,m−1}. There
are three possibilities:

(1) s = i(r), s′ = i(r′) for some r, r′ ∈ R. Then i(r) = i(ζkr′), so
r = ζkr′; it follows that r = r′ so s = s′.

(2) s = i(r) + g(z), s′ = i(r′) for some r ∈ M ′, r′ ∈ R, z ∈ Z. Then
i(r) + g(z) = i(ζkr′) so z = 0, an impossibility.

(3) s = i(r) + g(z), s′ = i(r′) + g(z′) for some r, r′ ∈ M ′ and z, z′ ∈ Z.
Then i(r) + g(z) = i(ζkr′) + g(ζkz′) so z = ζkz′; it follows that
z = z′ so k = 0 and s = s′.

We have thus established that the elements of S all lie in distinct equiva-
lence classes. In addition,

|S| =
|M ′| − 1

m
+ |M ′|

(

|M ′′| − 1

m

)

=
|M ′||M ′′| − 1

m
=

|M | − 1

m

and |M |−1
m is the number of nonzero equivalence classes in M . Thus S has

exactly one element in each nonzero equivalence class, so S is a represen-
tative set for M as claimed.

Next we define three new mappings of M to itself. Fix x ∈ M and write
x = i(r) + g(z) with r ∈ M ′, z ∈ M ′′; then let

ρ(x) = i(ǫ′(r)) + g(z) and σ(x) = i(r) + g(ǫ′′(z)).

It is clear that ρ and σ are bijective and commute with ζ; thus we may let
τ = σ−1ρ−1ǫ and τ is also a bijective mapping which commutes with ζ.
We now calculate (ρ,M), (σ,M), and (τ,M).
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The signature (ρ,M). Fix s ∈ S and write s = i(r) + g(z), βρ(s) =
i(r′) + g(z′) with r, r′ ∈ M ′, z, z′ ∈ Z ∪ {0}. If z = 0, then r ∈ R and

ρ(s) = i(ǫ′(r)) = i(γǫ′(r)βǫ′(r)),

ρ(s) = i(γρ(s)r′) + g(γρ(s)z′).

It follows that z′ = 0 and γǫ′(r)βǫ′(r) = γρ(s)r′. Since z′ = 0, we must
have r′ ∈ R; since βǫ′(r) ∈ R also, we have βǫ′(r) = r′ and γǫ′(r) = γρ(s).
If, on the other hand, z 6= 0, then z ∈ Z. We have

ρ(s) = i(ǫ′(r)) + g(z),

ρ(s) = i(γρ(s)r′) + g(γρ(s)z′).

It follows that z = γρ(s)z′ and thus z′ 6= 0. Hence z′ ∈ Z, which means
that z = z′ and γρ(s) = 1. We now see that

∏

s∈S

γρ(s) =
∏

r∈R

γρ(i(r)) =
∏

r∈R

γǫ′(r)

and so (ρ,M) = (ǫ′,M ′).
The signature (σ,M). Fix s ∈ S and write s = i(r) + g(z), βσ(s) =

i(r′) + g(z′) with r, r′ ∈ M ′ and z, z′ ∈ Z ∪ {0}. If z = 0, then σ(s) = s so
γσ(s) = 1. If z 6= 0, then z ∈ Z and

σ(s) = i(r) + g(ǫ′′(z)) = i(r) + g(γǫ′′(z)βǫ′′(z)),

σ(s) = i(γσ(s)r′) + g(γσ(s)z′)

It follows that γǫ′′(z)βǫ′′(z) = γσ(s)z′. Since ǫ′′ is bijective, we have
βǫ′′(z) 6= 0 so z′ 6= 0 whence z′ ∈ Z. This means that βǫ′′(z) = z′ so
γσ(s) = γǫ′′(z). Now

∏

s∈S

γσ(s) =
∏

r∈M ′

∏

z∈Z

γσ(i(r) + g(z)) =
∏

r∈M ′

∏

z∈Z

γǫ′′(z)

=

(

∏

z∈Z

γǫ′′(z)

)|M ′|

=
∏

z∈Z

γǫ′′(z)

since |M ′| ≡ 1 mod m by Lemma 4.1. We see that (σ,M) = (ǫ′′,M ′′).
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The signature (τ,M). Fix s ∈ S and write s = i(r) + g(z), βτ(s) =
i(r′) + g(z′) with r, r′ ∈ M ′, z, z′ ∈ Z ∪ {0}. If z = 0 then

τ(s) = τ(i(r)) = (σ−1ρ−1)(ǫ(i(r))) = (σ−1ρ−1)(i(ǫ′(r))) = i(r) = s

so γτ(s) = 1. If z 6= 0 then z ∈ Z. Observe that if βǫ(s) = i(r′′) + g(z′′)
with r′′ ∈ M ′, z′′ ∈ Z ′′, then

f(ǫ(s)) = γǫ(s)z′′,

ǫ′′(f(s)) = ǫ′′(z).

Since fǫ = ǫ′′f , we see that γǫ(s)z′′ = ǫ′′(z). It follows that

ǫ(s) = i(γǫ(s)r′′) + g(ǫ′′(z)),

and of course this equation also holds, trivially, when βǫ(s) = i(r′′) for
some r′′ ∈ R. Thus

τ(s) = (σ−1ρ−1)(i(γǫ(s)r′′) + g(ǫ′′(z)) = i(ǫ′
−1

(γǫ(s)r′′)) + g(z),

τ(s) = i(γτ(s)r′) + g(γτ(s)z′).

It follows that z = γτ(s)z′ so z′ 6= 0 whence z′ ∈ Z; we see that z = z′ so
γτ(s) = 1. Thus (τ,M) = 1.

Now by Proposition 4.4,

(ǫ,M) = (ρστ,M) = (ρ,M)(σ,M)(τ,M) = (ǫ′,M ′)(ǫ′′,M ′′). �

2. The Signature and the Power Residue Symbol

We turn now to the relationship between the signature and the power
residue symbol.

Proposition 4.6. Suppose that K is a number field containing all m-th
roots of unity with ring of integers R. If a is a nonzero element of R, p is
a prime ideal of R in I(a), and ǫ : R/p → R/p is defined by ǫ(x) = ax for
every x ∈ R/p, then

(

a

p

)

= (ǫ, R/p)
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Clearly ǫ is bijective and R/p is admissible, so the signature (ǫ, R/p) is
defined.

Proof. Let e be the image of ζ in R/p. Let t = |(R/p)∗| = N(p) − 1.
Observe that e has order m in (R/p)∗, since if ek = 1 for some k ∈ Z then
1− ζk ∈ p and by Lemma 3.1 we have ζk = 1 whence m | k. It follows that
for some generator b of (R/p)∗, we have e = bt/m; we prove the proposition
first for a = b.

Let S = {1, b, b2, . . . , b(t/m)−1}; one immediately verifies that S is a
representative set for R/p. If k ∈ {0, 1, 2, . . . , t

m−2} then ǫ(bk) = bk+1 ∈ S

so γǫ(bk) = 1. And ǫ(b(t/m)−1) = bt/m = e = ζ · 1 so γǫ(b(t/m)−1) = ζ. It
follows that

(ǫ, R/p) =
∏

s∈S

γǫ(s) = ζ.

Now by Proposition 3.6, (b/p) is an mth root of unity equivalent to
bt/m mod p, and by Lemma 3.1 it is the only mth root of unity with this
property. By construction, ζ ≡ bt/m mod p and so (b/p) = ζ = (ǫ, R/p),
establishing the proposition when a = b. Any nonzero a is a power of b,
and so the full result follows by multiplicativity of both symbols. �

Proposition 4.7. Suppose K is a number field containing all mth roots
of unity with ring of integers R. If a is a nonzero element in R, and b is
an ideal in I(a). Let ǫ : R/b → R/b be multiplication by a; then

(

a

b

)

= (ǫ, R/b).

Proof. Let d be the number of prime factors dividing b, counting mul-
tiplicities; we proceed by induction on d. The base case d = 1 was proven
in Proposition 4.6; we now assume the result for some d and prove it for
d + 1. We may write b = pb′ where p is prime. Let x1, . . . , xN(p) ∈ R
be a set of coset representatives for R/p and let i(xj + p) = xj + b for
each j = 1, 2, . . . , N(p). Also, let f(x + b) = x + b′. Let a′ and a′′ be
the images of a in R/p and R/b′ respectively and let ǫ′ : R/p → R/p and
ǫ′′ : R/b′ → R/b′ be multiplication by a′ and a′′ respectively. Then the
following diagram commutes and is exact:

{0} −−−−→ R/p
i

−−−−→ R/b
f

−−−−→ R/b′ −−−−→ {0}




yǫ′





y

ǫ





yǫ′′

{0} −−−−→ R/p
i

−−−−→ R/b
f

−−−−→ R/b′ −−−−→ {0}
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By Proposition 4.5 and the induction assumption,

(ǫ, R/b) = (ǫ′, R/p)(ǫ, R/b′) =

(

a′

p

)(

a′′

b′

)

=

(

a

p

)(

a

b′

)

=

(

a

b

)

. �

Lemma 4.8. If R is the ring of integers of a number field K and a and b

are ideals in R, then there is an injective R-linear mapping i : R/a → R/ab
whose image is {x+ ab | x ∈ b}.

Proof. We may write ab = pe11 · · · pett and b = pd1

1 · · · pdt

t with each pi
prime, each ei > 0, and each di ≥ 0. For each i = 1, . . . , t, choose βi ∈ R
such that βi ∈ pdi

i and βi 6∈ pdi+1
i . Using the Chinese Remainder Theorem

we can find an α ∈ R such that

α ≡ βi mod pdi+1
i

for each i = 1, . . . , t. Clearly α ∈ pdi

i and α 6∈ pdi+1
i for each i = 1, . . . , t.

We conclude that αR = bc where c is an ideal relatively prime to ab.
Now define a map j : R → R/ab by letting j(x) = αx + ab for each

x ∈ R. Then j is R-linear and ker(j) = a, since for any x ∈ R,

j(x) = 0 ⇔ αx ∈ ab ⇔ ab | (αR)(xR) ⇔ ab | bc(xR) ⇔ a | xR ⇔ x ∈ a.

Thus we may define an injective R-linear map i : R/a → R/ab as follows:
for any y ∈ R/a, let x be any lift of y to R and set i(y) = j(x). Further,

im(i) = im(j) = {x+ ab | x ∈ αR}

= {x+ x′ + ab | x ∈ αR, x′ ∈ ab}

= {x+ ab | x ∈ gcd(αR, ab)}

= {x+ ab | x ∈ b}. �

Definition. Suppose that A is an order in R, b is an ideal of A, and t
is a positive integer. If x = (x1, . . . , xt) ∈ At then we write x + b for the
vector

(x1 + b, . . . , xt + b)

in (A/b)t. If ǫ is an endomorphism of (A/b)t, then a matrix of ǫ is a t by t
matrix U with entries in A such that U(x) + b = ǫ(x+ b) for any x ∈ At.
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Lemma 4.9. If R is the ring of integers of a number field K, b is an ideal
in R relatively prime to mR, t is a positive integer, ǫ : (R/b)t → (R/b)t is
a bijective R-linear mapping, and U is a matrix of ǫ, then b ∈ I(detU).

Proof. Since detU ∈ R we need to show that b is relatively prime to
(detU)R. Let U be the matrix obtained from U by reducing each entry
mod b; clearly for any (x1, . . . , xt) ∈ (R/b)t we have

ǫ(x1, . . . , xt) = U(x1, . . . , xt).

Since ǫ is bijective, U is invertible in R; this means that detU is invertible
mod b (see [8, p. 94]). It follows that

gcd((detU)R, b) = 1

so detU is relatively prime to b. �

Proposition 4.10. If b is an ideal of Z[ζ] relatively prime to mZ[ζ],
t is a positive integer, ǫ is a bijective Z[ζ]-linear mapping of (Z[ζ]/b)t to
itself, and U = (uij) is a matrix of ǫ, then b ∈ I(detU) and

(ǫ, (Z[ζ]/b)t) =

(

detU

b

)

.

Proof. The assertion that b ∈ I(detU) is just Lemma 4.9. Turning to
the given equation, we first prove that it holds in the case where t = 1. Here
ǫ acts as multiplication by some element of R, say a. Let d be the number
of prime factors of b, counting multiplicities; we proceed by induction on
d. The base case d = 1 was proven in Proposition 4.6, with K = Q[ζ]; we
now assume the proposition for some d and prove it for d+ 1.

Let b be an ideal with d + 1 prime factors. Write b = pc where p is
prime. Lemma 4.8 gives us an injective Z[ζ]-linear mapping i : Z[ζ]/p →
Z[ζ]/b with image {x + b | x ∈ c}. The surjective Z[ζ]-linear mapping
f : Z[ζ]/b → Z[ζ]/c defined by f(x+ b) = x+ c has kernel {x+ b | x ∈ c}.
Let a′ and a′′ be the image of a in Z[ζ]/p and Z[ζ]/c respectively, and let
ǫ′ : Z[ζ]/p → Z[ζ]/p and ǫ′′ : Z[ζ]/c → Z[ζ]/c be multiplication by a′ and
a′′ respectively. Then the following diagram commutes and is exact:

{0} −−−−→ Z[ζ]/p
i

−−−−→ Z[ζ]/b
f

−−−−→ Z[ζ]/c −−−−→ {0}




yǫ′





y

ǫ





yǫ′′

{0} −−−−→ Z[ζ]/p
i

−−−−→ Z[ζ]/b
f

−−−−→ Z[ζ]/c −−−−→ {0}
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By Proposition 4.5 and the induction assumption,

(ǫ,Z[ζ]/b) = (ǫ′,Z[ζ]/p)(ǫ′′,Z[ζ]/c) =

(

a′

p

)(

a′′

c

)

=

(

a

p

)(

a

c

)

=

(

a

b

)

.

This completes the induction and establishes the proposition when t = 1.

We now proceed by induction on t to give the full result. We have
just proved the base case t = 1; we now assume the proposition for some
t and prove it for t + 1. We suppose first that U is upper triangular.
Let i(x) = (x, 0, . . . , 0) for any x ∈ Z[ζ]/b and let f(x1, x2, . . . , xt+1) =
(x2, x3, . . . , xt+1) for any (x1, x2, . . . , xt+1) ∈ (Z[ζ]/b)t+1. Let U ′ be the
matrix obtained from U by deleting the first row and first column from
U . Then let ǫ′ : Z[ζ]/b → Z[ζ]/b be multiplication by u11 and let ǫ′′ :
(Z[ζ]/b)t → (Z[ζ]/b)t be multiplication by U ′. Both are Z[ζ]-linear. Now
the following diagram commutes and is exact:

{0} −−−−→ Z[ζ]/b
i

−−−−→ (Z[ζ]/b)t+1 f
−−−−→ (Z[ζ]/b)t −−−−→ {0}





yǫ′





y

ǫ





yǫ′′

{0} −−−−→ Z[ζ]/b
i

−−−−→ (Z[ζ]/b)t+1 f
−−−−→ (Z[ζ]/b)t −−−−→ {0}

By Proposition 4.5 and the induction assumption,

(ǫ, (Z[ζ]/b)t+1) = (ǫ′,Z[ζ]/b)(ǫ′′, (Z[ζ]/b)t) =

(

u11

b

)(

detU ′

b

)

=

(

detU

b

)

.

This completes the induction and establishes the proposition when U is
upper triangular. An exactly similar proof establishes the same result when
U is lower triangular.

Turning finally to a general ǫ, we recall that U is the product of matrices
U1, U2, . . . , Ur with each Ui either upper or lower triangular. For each
i = 1, . . . , r, we let ǫi : (Z[ζ]/b)

t+1 → (Z[ζ]/b)t+1 be multiplication by Ui.
We then use Proposition 4.4 to obtain

(ǫ, (Z[ζ]/b)t+1) =
r
∏

i=1

(ǫi, (Z[ζ]/b)
t+1) =

r
∏

i=1

(

detUi

b

)

=

(

detU

b

)

. �
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3. Computation of the Signature: Subroutines

To simplify the presentation of the algorithm for the computation of
the signature, we present first a number of subroutines to be used in the
algorithm itself. In each case we leave to the reader the (easy) proofs that
the algorithm terminates, that it produces correct output, and that both
the running time and the output size are polynomial in the input size.

Algorithm 4.11. Given a number field K, an order A in K containing
ζ, an ideal a in A, and an element a ∈ A, this algorithm finds A/a as a
Z[ζ]-module and the encoding of the endomorphism ǫ of A/a which maps
x ∈ A/a to ax.

Step 1 Write L for the lattice encoding a and let G be the group Zn/L. For
each generator ω1, . . . , ωn of A, compute ζωi, which is an element
of A and therefore is encoded by an element of Zn. Let τ be the
endomorphism of Zn which maps the ith standard basis vector to
ζωi and let γ be the corresponding endomorphism of G.

Step 2 For each i, compute aωi, which is an element of A and is there-
fore encoded by an element of Zn. Let ν be the endomorphism of
Zn which maps the ith standard basis vector to aωi and let η be
the corresponding endomorphism of G. Output G with the action
of γ as the encoding of A/a, output η as the encoding of ǫ, and
terminate.

Note that it may happen that the lattice L is encoded by a matrix with
1’s found on the diagonal, so that we need to strike out certain rows and
columns and adjust γ and ν as we described in Chapter 1.

For the next two algorithms, we note that if G is an abelian group with
subgroup G′ and γ is an endomorphism of G such that γ(G′) = G′, then
there exist endomorphisms γ′, γ′′ of G′ and G/G′′ respectively such that
γ′(x) = γ(x) for all x ∈ G′ and γ′′(x+G′) = γ(x) for every x ∈ G. We say
that γ splits on G′ into γ′ and γ′′. The same result and definition apply if
G and G′ are replaced by a Z[ζ]-module M and submodule M ′ throughout.

Algorithm 4.12. Given a finite abelian group G, a subgroup G′ of G,
and an endomorphism γ of G such that γ(G′) = G′, this algorithm finds
G/G′ and endomorphisms γ′, γ′′ of G′ and G′′ such that γ splits on G′ into
γ′ and γ′′.

Step 1 There is a positive integer n and a lattice L′ of rank n in Zn such
that L ⊂ L′ and G′ ∼= L′/L. Output L′ as the encoding of G/G′

(so that G/G′ ∼= Zn/L′).
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Step 2 Let T be the n by n integer matrix encoding γ; then TL ⊂ L. Let
v1, . . . , vn generate L′ and compute Tvi for each i. Since γ(G′) =
G′, each Tvi is in L′, so we may find integers bij such that

Tvi =
n
∑

j=1

bijvj .

Let B be the n by n integer matrix (bij); we output B as the
encoding of the endomorphism γ′, output T as the encoding of the
endomorphism γ′′, and terminate.

Algorithm 4.13. Given a Z[ζ]-module M , a submodule M ′, and an
endomorphism ǫ of M such that ǫ(M ′) = M ′, this algorithm finds M/M ′

and endomorphisms ǫ′, ǫ′′ of M ′ and M/M ′ respectively such that ǫ splits
on M into ǫ′ and ǫ′′.

Method We write G and G′ for the additive groups of M and M ′ respec-
tively, apply Algorithm 4.12 to G, G′, and Z, where Z is the action
of ζ on G, and then apply Algorithm 4.12 again to G, G′, and ǫ.
We leave the details to the reader.

Definition. If r, s and n are positive integers and B is an r by s integer
matrix, then the kernel of B mod n is the set of all integer s-tuples w such
that Bw ∈ nZr.

Algorithm 4.14. Given an r by s integer matrix B, this algorithm
either finds a nontrivial divisor of n or else a positive integer t and an s by
t integer matrix C such that the columns of C form a basis for the kernel
of B mod n.

Method We simply assume that n is prime so that Z/nZ is a field and apply
ordinary linear algebra over Z/nZ to find the kernel of B. However,
the Gaussian elimination we perform to do this involves finding
inverses of elements of Z/nZ, which we can try to do using the
powering algorithms (see [4, pp. 8–12]). However, it may happen
that we find a zero-divisor d in this field, which is therefore a divisor
of n. If this happens, we output d and terminate. If no zero-divisors
are found throughout the kernel-finding process, the result is the
desired matrix C, which we output and terminate.

When, as here, an algorithm returns a nontrivial factorization of n in-
stead of what was expected, we call the result a “side exit”. We will see
that our power residue symbol algorithm will handle side exits gracefully.
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The remainder of the subroutines take as input a finite Z[ζ]-module
M such that the additive group of M is isomorphic to (Z/nZ)t for some
positive integers n and t.

Algorithm 4.15. Given M as above and an element x ∈ M , this
algorithm finds the annihilator of x or else returns a nontrivial factor d
of n.

Method We have integer t-tuples b0, . . . , bφ(m)−1 such that bj encodes ζjx.
Let B be the t by φ(m) integer matrix whose jth column is bj .
Apply Algorithm 4.14 to B. If the result is a nontrivial factor d
of n, output d and terminate. Otherwise, the result is a φ(m) by
φ(m) integer matrix C whose columns form a basis for the kernel
of B mod n. Let L be the lattice generated by the columns of C,
output L as the encoding of the ideal Annx, and terminate.

The claim that C has φ(m) columns may be proven by simply observing
that the lattice spanned by the columns of C must be a basis of Annx and
Annx is an ideal, hence is generated over Z by a Z-linearly independent
set with φ(m) elements.

Algorithm 4.16. Given M as above and an element a ∈ Z[ζ], this
algorithm determines whether aM = 0.

Step 1 Let L be the lattice of rank t in Zn encoding the additive group of
M ; a basis of L is ne1, . . . , net where ei is the ith standard basis
vector of Zt.

Step 2 Compute aei for each i = 1, 2, . . . , t, where each ei is considered as
an element of M . If all the products are zero, output “YES” and
terminate, otherwise output “NO” and terminate.

For the rest of the algorithms in this section we assume not only that M
has the form given above but that AnnM is known. For brevity’s sake, we
say that a set {x1, . . . , xk} in M is linearly independent mod AnnM when

the following holds: if
∑k

j=1 ajxj = 0 for some aj ∈ Z[ζ], then all the aj
must be in AnnM .

Algorithm 4.17. Given M as above and x1, . . . , xk in M such that
the set {x1, . . . , xk−1} is linearly independent mod AnnM , this algorithm
either finds a nontrivial factor d of n or else determines whether the set
x1, . . . , xk is linearly independent mod AnnM and, if not, finds ak in Z[ζ],

a 6∈ AnnM such that for some a1, . . . , ak−1 in Z[ζ] we have
∑k

j=1 ajxj = 0.

Step 1 Compute each product of the form ζixj where i and j are integers
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with 0 ≤ i ≤ φ(m) − 1 and 1 ≤ j ≤ k. Let B be the t by kφ(m)
integer matrix whose columns are these products expressed as t-
tuples. Apply Algorithm 4.14 to B. If the result is a nontrivial
factor d of n, return d and terminate. Otherwise, the result is a
kφ(m) by φ(m) integer matrix C whose columns form a basis for
the kernel of B mod n.

Step 2 Let C ′ be the φ(m) by φ(m) matrix consisting of the last φ(m) rows
of C, let L be the lattice generated by the columns of C ′, and let
J be the ideal of Z[ζ] encoded by L. If J = AnnM then output
“YES” and terminate. Otherwise, find ak ∈ J with ak 6∈ AnnM ,
output “NO” and ak, and terminate.

As above, we know that C has φ(m) columns since the lattice L contains
the ideal AnnM .

Algorithm 4.18. Given M as above and elements x1, . . . , xk of M
which are linearly independent mod AnnM , this algorithm determines
whether M = 〈x1, . . . , xk〉. If M 6= 〈x1, . . . , xk〉, the algorithm also finds
y ∈ M such that y 6∈ 〈x1, . . . , xk〉.

Step 1 Compute the products ζixj where i and j are integers with 0 ≤ i ≤
φ(m)− 1 and 1 ≤ j ≤ k, as well as ner where r ∈ {1, 2, . . . , t} and
er is the rth standard basis vector of Zt. Write each of these as a
t-tuple and let B be a t by kφ(m) + t matrix whose columns are
the computed products of both forms.

Step 2 Determine whether B spans Zt; if so then output “EQUALITY”
and terminate. Otherwise, find x ∈ Zt such that x 6∈ imB, output
“NOT EQUAL” and x, and terminate.

For the following algorithm, we note that when x1, . . . , xk ∈ M are such
that

(1) the set {x1, . . . , xk} is linearly independent mod AnnM and
(2) M = 〈x1, . . . , xk〉,

then M is clearly isomorphic to (Z[ζ]/AnnM)k.

Algorithm 4.19. GivenM as above, an endomorphism ǫ ofM encoded
in the usual way as an endomorphism of the additive group of M , and
elements x1, . . . , xk of M satisfying (1) and (2) above, this algorithm finds
a matrix of ǫ acting on M ∼= (Z[ζ]/AnnM)k.

Step 1 Compute ǫ(xj) and ζixj where i and j are integers with 0 ≤ i ≤
φ(m)−1 and 1 ≤ j ≤ k. These products are elements of M and are
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therefore encoded as t-tuples of integers. Let B be the t by kφ(m)
matrix whose columns are the products of the form ζixj , arranged
in the order

x1, ζx1, . . . , ζ
φ(m)−1x1, x2, . . . , ζ

φ(m)−1x2, . . . , xk, . . . , ζ
φ(m)−1xk.

Step 2 For each r = 1, 2, . . . , k, the integer t-tuple ǫ(xr) is in the image of
B; find an integer kφ(m)-tuple cr such that Bcr = ǫ(xr). For pairs
(i, j) with i ∈ {0, 1, 2, . . . , φ(m)− 1} and j ∈ {1, 2, . . . , k}, let crij
be the (i+ φ(m)j)th component of cr, so that

c = (cr11, cr21, . . . , crφ(m)1, . . . , cr1k, cr2k, . . . , crφ(m)k).

Also let crj = (cr1j , cr2j , . . . , crφ(m)j) where j ∈ {0, 1, 2, . . . , k}.
Let C = (crj), a k by k matrix with entries in Z[ζ], output C, and
terminate.

4. Computation of the Signature: Algorithm

We can now present the algorithm for the computation of the signature
(ǫ,M).

Algorithm 4.20. Given a finite admissible Z[ζ]-module M and a bi-
jective endomorphism ǫ of M , this algorithm finds (ǫ,M).

Step 1 Using the Smith Normal Form, compute the additive group of M
in the form

M =

t
⊕

j=1

(Z/njZ)

for some integers n1, . . . , nt. If not all the nj are equal, set d
equal to the smallest of the nj and go to step 7. Otherwise, let
n = n1 = · · · = nt and let b = nZ[ζ].

Step 2 Pick x ∈ M , x 6= 0. Apply Algorithm 4.15 to x. If the result is a
nontrivial factor d of n, go to step 7. Otherwise the result is the
ideal Annx.

Step 3 Determine whether Annx is a proper divisor of b. If so, let a be
an element of Annx which is not in b and proceed to step 4; if not,
set x1 = x, k = 1, and go to step 6.

Step 4 Use Algorithm 4.16 to determine whether aM = 0. If so, find
c = aR + b = gcd(aR, b), set b = c, and go to step 2. Otherwise,
set d = a and go to step 7.
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Step 5 Apply Algorithm 4.17 to x1, . . . , xk. If the result is a nontrivial
factor d of n, go to step 7. Otherwise, we determine whether there

exist a1, . . . , ak in Z[ζ], not all in b, such that
∑k

j=1 ajxj = 0. If
so, set d = ak and go to step 7; if not, proceed to step 6.

Step 6 Use Algorithm 4.18 to determine whether M = 〈x1, . . . , xk〉. If
so, go to step 8. If not, let xk+1 be any element of M not in
〈x1, . . . , xk〉, set k = k + 1, and go to step 5.

Step 7 Use Algorithm 4.13 to find M ′ = dM and M ′′ = M/M ′, as well as
encodings of the endomorphisms ǫ′, ǫ′′ of M ′ and M ′′ respectively
such that ǫ splits on M ′ into ǫ′ and ǫ′′. Recursively find (ǫ′,M ′)
and (ǫ′′,M ′′), output (ǫ′,M ′)(ǫ′′,M ′′), and terminate.

Step 8 Use Algorithm 4.19 to find a matrix U with entries in Z[ζ] such
that U is a matrix of ǫ acting on M ∼= (Z[ζ]/b)k, output the mth
power residue symbol (detU/b), and terminate.

Note that it is in step 8 that we use the mth power residue symbol in a
cyclotomic field. We will explain how to calculate this in the next chapter.

We proceed to prove that the algorithm is correct, using two preparatory
lemmas.

Lemma 4.21. The following facts hold:

(1) bM = 0 at all times after step 1 is completed.
(2) Each time b is altered in step 4, the new ideal held in b is a proper

divisor of the previous one.
(3) When the loop in steps 2 to 4 terminates (without a side exit),

b = AnnM .

Proof. It is obvious that (1) is true immediately after step 1, when
b = nZ[ζ]. b is only changed in step 4, where it becomes gcd(aZ[ζ], b);
here a is an element of Z[ζ] which is not in b but for which aM = 0.
Elements of gcd(aZ[ζ], b) = aZ[ζ] + b are of the form ac + b for b ∈ b and
c ∈ Z[ζ], and clearly (ac+ b)x = 0 for any such b and c and for any x ∈ M .
Thus (1) is proved. For (2), notice that if gcd(aZ[ζ], b) = b then a ∈ b.
Finally, the loop in steps 2 to 4 terminates either in a side exit or in the
jump from step 3 to step 6. This happens precisely when we have found
an x such that gcd(Annx, b) = b, or in other words Annx ⊂ b. Thus if
a ∈ AnnM then a ∈ Annx so a ∈ b; this together with (1) establishes
(3). �

Lemma 4.22. In step 7, M ′ = dM is a nontrivial submodule of M .
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Proof. Step 7 can be reached from steps 1, 2, 4, or 5. If it is reached
from steps 1, 2, or 4, or from the side exit in step 5, we claim that there are
elements x and y in M such that x 6= 0, dx = 0 and dy 6= 0. This is obvious
for step 4. For step 1, take x to be an element of M with additive order
ni and y to be an element of order nj where ni | nj (note that ni and nj

cannot be 1 by the nature of our encoding of additive groups). In the case
of the side exits in steps 2 and 5, take x to be an element of order d and
y to be an element of order n. In each of these cases, dy 6= 0 so dM 6= 0.
Also, since multiplication by d has a non-trivial kernel, dM 6= M . Thus in
each case besides the second jump to step 7 in step 5, we have shown that
M ′ is a nontrivial submodule of M .

To establish the result in the remaining case, observe that every time step
5 is entered, k ≥ 2 and the set {x1, . . . , xk−1} is linearly independent mod
b = AnnM . When we jump to step 7 from step 5, we have found a1, . . . , ak
in Z[ζ], not all in b, such that

∑k
j=1 ajxj = 0. Clearly d = ak cannot be in

b, since then we would have
∑k−1

j=1 ajxj = 0 and so all the aj would be in
b. Thus, since by Lemma 4.21 b is the annihilator of M , dM 6= 0. Suppose
now, for a contradiction, that dM = M , so that multiplication by d is
a surjective endomorphism of M . Since M is finite, this map is injective
also. Let N = 〈x1, . . . , xk−1〉. Clearly dN ⊂ N , and multiplication by d
is therefore an injective endomorphism of N . Again, since N is finite, this
map is also surjective, and dN = N . We have dxk ∈ N and so xk ∈ N
which is the desired contradiction. �

Proposition 4.23. Algorithm 4.20 terminates and correctly produces
the signature (ǫ,M). Its running time is polynomial in the size of M .

Proof. For termination, we must show that the loops in steps 2 to 4
and steps 5 to 6 are finite and that the recursion terminates. Item (2) of
Lemma 4.21 shows that the loop in steps 2 to 4 must end, since we cannot
have an infinite sequence of ideals b1, b2, . . . such that bj is a nontrivial
divisor of bj+1. For the other loop, observe that on every entrance into
step 6 the set x1, . . . , xk is linearly independent mod AnnM . In particular
all the xj are distinct. Thus k is bounded by |M | and, since k is incremented
in each pass, the loop must end. Finally, by Lemma 4.22 the modules M ′

and M ′′ used in step 7 satisfy 1 ≤ |M ′| < |M | and 1 ≤ |M ′′| < |M |, and it
follows that the recursion terminates, at worst, in the trivial case |M | = 1.

For correctness, we examine the two steps which produce output. In step
7,M ′ is not only a nontrivial submodule ofM but also satisfies ǫ(M ′) = M ′.
It quickly follows from Proposition 4.5 that (ǫ,M) = (ǫ′,M ′)(ǫ′′,M ′′) where
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ǫ′, ǫ′′, M ′′ are as defined in step 7. In step 8 we need only appeal to
Proposition 4.10 to see that (ǫ,M) =

(

detU
b

)

as claimed. Thus the algorithm
is correct.

Finally, we prove that the algorithm runs in polynomial time. M is
encoded as an n by n integer matrix B = (bij) in HNF. Note that

log |M | =
n
∑

i=1

log bii ≤
n
∑

i=1

size bii ≤ size(M).

We will therefore simply prove that the running time is polynomial in
log |M |; it follows immediately from this that the running time is polyno-
mial in the size of M and therefore in the whole input size.

For a given M and ǫ, let U(M, ǫ) be the number of bit operations exe-
cuted before either a recursion occurs in step 7 or the algorithm terminates
in step 8. Let U(s) be the maximum of U(M, ǫ) over all modules with
log |M | = s and all endomorphisms ǫ of such a module. Clearly U(s) is
O(sk) for some positive integer k. It follows that for some positive real
constant C, U(s) ≤ Csk.

For a given M and ǫ, let T (M, ǫ) be the running time for the algorithm
with input M and ǫ. If for this input the algorithm terminates with step 8,
we have T (M, ǫ) = U(M, ǫ), whereas if the algorithm terminates with step
7 and M is split into M ′ and M ′′,

T (M, ǫ) = U(M, ǫ) + T (M ′) + T (M ′′).

Let T (s) be the maximum of T (M, ǫ) over all modules with log |M | = s
and all endomorphisms ǫ. Since step 7 splits M into M ′ and M ′′ with
2 ≤ |M ′| ≤ |M |/2, 2 ≤ |M ′′| ≤ |M ′′|/2, it is easy to see that

T (s) ≤ max{Csk + T (s− t) + T (t) | 1 ≤ t ≤ s− 1}

for any s > 0 and that T (0) ≤ C. We now prove by induction that

T (s) ≤ Csk+1

which will establish that the running time is polynomial in the size of the
input module.

The base case of our induction is s = 0 and is trivial. Now we suppose
the result to be true for all t < s and prove it for s. We have

T (s) ≤ max{Csk + C(s− t)k+1 + Ctk+1 | 1 ≤ t ≤ s− 1}.
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Clearly C(s − t)k+1 + Ctk+1 reaches a maximum as a function of t when
t = 1 or t = s− 1. Thus it suffices to prove that

Csk + C(s− 1)k+1 + C ≤ Csk

or
sk + (s− 1)k+1 + 1 ≤ sk+1.

We have

sk+1 − (s− 1)k+1 = (s− (s− 1))(sk + sk−1(s− 1) + · · ·+ (s− 1)k)

≥ sk + 1

establishing the result. �

The algorithm for the mth power residue symbol is now very simple.
Given a nonzero element a ∈ K and an ideal b of R in I(a), we first write
a = c/d for some c and d in R. We use Algorithm 4.11 to find the encoding
of R/b, ǫc, and ǫd where ǫc(x) = cx, ǫ(x) = dx. Then, using Algorithm
4.20, we compute the signatures (ǫc, R/b) and (ǫd, R/b). Now

(

a

b

)

=

(

c

b

)(

d

b

)−1

= (ǫc, R/b)(ǫd, R/b)−1.

Of course we have here assumed that R is given although in practice we
do not usually know R. However, as we mentioned in the introduction to
this chapter, for most applications it will suffice to compute a signature in
an order A and assume that this is really the power residue symbol desired.



CHAPTER V

ALGORITHM FOR THE CYCLOTOMIC CASE

We now keep our promise of the last chapter to exhibit an algorithm for
the calculation of the power residue symbol in Q(ζ), thus completing our
algorithm for the general power residue symbol.

1. The Norm Residue Symbol

In this section and the next, K will be a number field containing the
mth roots of unity and R will be the ring of integers in K.

The techniques of local class field theory can be used to define a very
useful object called the norm residue symbol. It shares many of the prop-
erties of the power residue symbol and is closely related to it. We do not
develop its theory fully since we are only interested in using an existing
algorithm for its computation. We simply make assertions about the sym-
bol and refer the reader to the relevant sections of [3] for definitions and
proofs.

Class field theory introduces the notion of an infinite prime, whose val-
uation corresponds to an embedding of the field K in R or C. Refer to [3,
Chapter 2] for details. We will use the phrase “prime of K” to mean either
an ordinary prime of R or an infinite prime.

Just as the power residue symbol was defined in terms of the Frobenius
automorphism, the norm residue symbol will be defined in terms of another
map, the local Artin map. Fix nonzero a ∈ K and a prime p of K, fix x ∈ C

such that xm = a, and let K ′ = K(x). Let P be a prime of K ′ lying over
p. Let Kp be the completion of K at p and let K ′

P be the completion of K ′

at P. There is an obvious embedding of Kp in K ′
P. Let G = Gal(K ′

P/Kp)

and note that G depends only on p and not on P (see [3, p. 174]). The
local Artin map, denoted ψp, takes (K

′
p)

∗ onto G. See [3, pp. 174–176] for
the definition and properties of the local Artin map.
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We can now define the norm residue symbol (a, b)p where b is any nonzero
element of K, by writing

(a, b)p =
ψp(b)(x)

x
.

One can prove that (a, b)p is anmth root of unity independent of the choice
of x, that

(a, b)p(a, b
′)p = (a, bb′)p

and
(a, b)p(a

′, b)p = (aa′, b)p

for any nonzero a′ and b′ in K. Further, letting N denote the norm on the
extension Kp(x)/Kp, we have (a, b)p = 1 if and only if b = N(y) for some
y ∈ Kp(x)/Kp. Finally, we have (a, b)p = 1 when p is infinite (this is not
quite true when m = 2, but we have fixed m > 2). All these results are
stated as exercises with hints in [3, pp. 351–352].

Daberkow [6] has recently discovered an algorithm for the computation
of the norm residue symbol in polynomial time. This is easy when p ∈ I(a),
since a simple formula exists:

(1) (a, b)p =

(

a

p

)ordp b

.

See [3, p. 352] and recall from our discussion after Proposition 3.6 that
we can compute the power residue symbol when the given ideal is prime.
However, construction of an algorithm is nontrivial for the case p 6∈ I(a)
(Daberkow’s method uses K-theory).

Our purpose in defining the norm residue symbol is to use the formula
(2) below, which generalizes of the quadratic reciprocity law proven in ele-
mentary number theory. It will allow us to compute the mth power residue
symbol in a way exactly analogous to the usual method of computing Ja-
cobi symbols. Let Q(a, b) be the set of all primes of K which divide m
together with those which divide both a and b.

Proposition 5.1. For any nonzero a and b in K,

(2)

(

a

b

)

=

(

b

a

)

∏

q∈Q(a,b)

(a, b)q.

See [3, p. 352]. Observe that the infinite primes lie in Q(a, b) but that
we need not concern ourselves with them since they all give a norm residue
symbol of 1.
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2. Subroutines

In this section we describe subroutines which will be used in the poly-
nomial-time algorithm for the power residue symbol in Q(ζ). However, the
following algorithms are valid over any number field K and so we state
them in this generality. Thus we fix a number field K of degree n with ring
of integers R. We assume that an integral basis ω1, . . . , ωn of R is known
as well as the discriminant discR (in our specific application to cyclotomic
fields, both of these are easy to compute). As in the last chapter, we leave
to the reader the (easy) proofs that these algorithms terminate, are correct,
run in polynomial time, and produce output of polynomial size.

First we give an algorithm to compute the inverse of an ideal in R,
assuming that the different d ofK is known. The different can be computed;
see [4, p. 204], where the method amounts to applying Algorithm 5.2 to
the codifferent. In the specific case of a cyclotomic field, which is all we
are really interested in, one could with a little work find a formula for the
different.

Algorithm 5.2. Given an ideal a of R, this algorithm finds the inverse
of a, that is the fractional ideal b such that ab = R.

Step 1 Let M be the n by n matrix encoding a. Compute Tr(ωk) for
k = 1, 2, . . . , n and let T be the n by n integral matrix whose entry
at row i, column j is Tr(ωiωj).

Step 2 ComputeM ′ =M tT−1. Note thatM ′ is an n by n rational matrix.
Let d be the least common multiple of all denominators appearing
in M ′, so that dM ′ is an integer matrix. Let a be the ideal of
R encoded by dM ′, output (1/d, a) as the encoding of the desired
fractional ideal, and terminate.

The proof of correctness for this algorithm is given in [4, p. 203].
Let r be the number of real embeddings of K and let s be half the

number of complex embeddings. We now present two algorithms which
use the embedding ψ of K in Rr ⊕ Cs described in Chapter 1, Section 2.
Recall that the norm N (really, its absolute value) can be extended to all
of Rr ⊕ Cs as follows: if v is an element of Rr ⊕ Cs, write

v = (v1, . . . , vr, w1, . . . , ws)

where the vi are real and the wi are complex, and let

N(v) =
r
∏

i=1

|vr|
s
∏

i=1

|wi||wi| =
r
∏

i=1

|vr|
s
∏

i=1

|wi|
2.
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Let

θ = detψ(R) =

√

| discR|

2s

so that for any ideal a in R, det a = θN(a). Finally, let δ be the constant
used in our discussion of the LLL algorithm (Chapter 1, Section 1).

Given an ideal b, Algorithm 5.3 finds an ideal c of bounded norm for
which bc is principal. We can therefore reduce the computation of the
symbol (a/b) to the problem of computing two symbols (a/bR) and (a/c),
where bR is principal and N(c) is less than the given bound.

Algorithm 5.3. Given an ideal b in R, this algorithm finds b ∈ b and
an ideal c in R such that bc = bR and N(c) ≤ δnθ.

Step 1 Let a1, . . . , an generate b over Z and let L be the lattice in Rr⊕Cs

generated by ψ(a1), . . . , ψ(an). Apply the LLL algorithm to this
lattice. We obtain b ∈ b such that

‖ψ(b)‖ ≤ δ(detL)1/n.

Step 2 Using Algorithm 5.2, find the fractional ideal b−1. Let c = bRb−1,
output c, and terminate.

Correctness of this algorithm can be proved as follows. Write ψ(b) as a
vector (b1, . . . , br, c1, . . . , cs) in the vector space Rr ⊕ Cs. Then certainly
|bi| and |ci| are each bounded by δ(detL)1/n. It follows that

|N(b)| ≤ δn detL.

By our results in Chapter 1, Section 1, detL = θN(b). Now

N(c) =
N(bR)

N(b)
=

|N(b)|

N(b)

≤
δn detL

θ−1 detL
= δnθ

as desired.
Algorithm 5.4 uses an idea of Hurwitz, mentioned in this context by

Lenstra [12]. One would like a version of the Euclidean algorithm for R,
which would give for any elements a and b of R an element b′ ∈ R such
that b = ca + b′ for some c ∈ R and |N(b′)| < |N(a)|. Unfortunately this
is not possible. However, if we allow multiplication by a rational integer
j whose absolute value is bounded, then we can obtain b′ satisfying the
norm inequality such that jb = ca+ b′. This algorithm computes b′ and j.
Observe that we get something better than the inequality |N(b′)| < |N(a):
in fact the norm is reduced by a factor of 2.
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Algorithm 5.4. Given elements a and b of R, a 6= 0, this algorithm
finds a nonzero integer j with |j| ≤ 4δn+1θ and an element b′ ∈ R such
that jb ≡ b′ mod a and |N(b′)| ≤ |N(a)|/2.

Step 1 Compute N(aR) and let

λ =
N(aR)1/n

4δn+1θ
.

Step 2 Let a1, . . . , an be a Z-basis of aR. Let L be the lattice in Rn+1

generated by

(ψ(a1), 0), . . . , (ψ(an), 0), (0, . . . , 0, λ).

Apply the LLL algorithm to L. We get w = (w1, . . . , wn+1) in
Zn+1 such that

‖ψ(w1, . . . , wn+1), λwn+1)‖ ≤ δ(detL)1/(n+1).

Let b′ be the element of R encoded by (w1, . . . , wn) and let j =
wn+1/λ. Output b′ and j and terminate.

We prove this algorithm is correct as follows. By an argument exactly
similar to that following Algorithm 5.3, we obtain

|N(b′)| ≤ δn(detL)n/(n+1).

It is clear that detL = λ detψ(aR) = λθN(aR). So

|N(b′)| ≤ δn(λθN(aR))n/(n+1)

=
δn(θN(aR))n/(n+1)N(aR)1/(n+1)

4n/(n+1)δnθn/(n+1)

=
N(aR)

4n/(n+1)
≤ |N(a)|/2.

Further, by similar reasoning

|jλ| ≤ δ(λθN(aR))1/n+1,
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so

|j| ≤ δλ−n/(n+1)(θN(aR))1/n+1

= δ(θN(aR))1/n+1

(

N(aR)1/n

4δn+1θ

)−n/(n+1)

= δθ1/n+1(4δn+1θ)n/(n+1)

= 4n/(n+1)δn+1θ ≤ 4δn+1θ.

Finally, if j = 0 then b′ = ax for some x ∈ R. Thus |N(b′)| = |N(ax)| =
|N(a)||N(x)| ≥ |N(a)| since x ∈ R. However, we have just proved that
|N(b′)| < |N(a)|. This contradiction establishes that j 6= 0. We have now
shown that Algorithm 5.4 is correct.

3. Precomputations

Our algorithm requires us to perform some precomputations which de-
pend only on the size of m. We describe these precomputations in this
section. For ease of notation we write R = Z[ζ].

Since m is fixed for us, we do not care about the speed of these precom-
putations. We will feel free, then, to assume that any rational integer may
be factored into primes, although the best algorithms to do this do not run
in polynomial time. The reader may consult [4, Chapter 10] for a selection
of factoring algorithms. By factoring norms, it is easy to find the decompo-
sition of a given rational prime or to factor an ideal into prime ideals (see
[4, pp. 314–316 and Chapter 6] for implementations). In a similar way we
can also find all ideals, or all prime ideals, of norm less than some bound.

We now list the objects which we precompute.

• The factorization of m and mR.
• The degree of Q(ζ) (namely φ(m)) and the discriminant of Z[ζ].

There is a formula for each (see [7, p. 20] and [13, p. 44]).
• The quantity θ defined above. Since all the embeddings of K in C

are complex, we have

θ = 2−φ(m)/2
√

| discR|.

• The set P of all prime ideals of norm less than 4δφ(m)+1θ.

We will need to make one more type of precomputation. Let

B = {ideals b in R | N(b) ≤ δφ(m)θ}
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and

C = {jR | j ∈ Z, 0 < j ≤ 4δφ(m)+1θ}.

To make use of Algorithms 5.3 and 5.4 we will want to compute power
residue symbols of the form (a/b) with b ∈ B and of the form (a/jR) with
jR ∈ C. We do this by precomputing tables of power residue symbols.

The precomputation of the tables goes as follows. It is easy to use the
set P to construct the set B, and the set C is trivial to construct. Then
for each b ∈ B we let {b1, . . . , bk} ⊂ R be a set of coset representatives for
R/b, compute (bi/b) for each i = 1, 2, . . . , k (first factoring b and then using
the obvious but non-polynomial-time algorithm described after Proposition
3.6), and let the first table consist of all symbols of this form. For the second
table, we do precisely the same thing for all elements jR ∈ C. These two
tables clearly permit us to find, in polynomial time, (a/b) or (a/jR) for
any a ∈ R and b ∈ B or jR ∈ C.

4. Algorithm and Analysis

We now present a polynomial-time algorithm that computes the power
residue symbol in Q(ζ). The algorithm is in two parts, the first being a
reduction to an (extended) symbol of the form (a/b) and the second being
a recursive algorithm to compute (a/b). As in the last section, we let
R = Z[ζ].

Algorithm 5.5. Given an element a ∈ R and an ideal b in R such that
b ∈ I(a), this algorithm finds (a/b).

Step 1 Apply Algorithm 5.3 to find an element b ∈ b and an ideal c of
norm less than δφ(m)θ such that bc = bR. Compute (a/c).

Step 2 Find a′ such that a′ ≡ a mod b and a′ is in the fundamental par-
allelotope of the lattice bR.

Step 3 Use Algorithm 5.6 to find (a′/b), output

(

a′

b

)(

a

c

)−1

,

and terminate.

Algorithm 5.6. Given elements a and b in R with b nonzero, this
algorithm finds (a/b).

Step 1 If a = 0 then output 1 and terminate.
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Step 2 Use Algorithm 5.4 to find a nonzero j ∈ Z and b′ ∈ R such that
|j| ≤ 4δφ(m)+1θ, jb ≡ b′ mod a and |N(b′)| ≤ |N(a)|/2. Compute
(a/j).

Step 3 For all primes p in the set P, determine whether both a and b are in
p. Let Q(a, b) be the set of all such primes together with all those
that divide mR.

Step 4 Use Daberkow’s algorithm and the formula (1) to find the product

∏

q∈Q(a,b)

(a, b)q.

Step 5 Recursively calculate (b′/a), output

(

a

j

)−1(
b′

a

)

∏

q∈Q(a,b)

(a, b′)q,

and terminate.

The condition |N(b′)| < |N(a)|/2 means that the recursion must eventu-
ally terminate. For correctness, we need only verify that step 3 of Algorithm
5.6 produces Q(a, b) as we defined it in Section 1; then the algorithm is
correct by the formulas

(a/b)(a/c) = (a/b), (a/jb) = (a/j)(a/b),

and (2). To check step 3, observe first that when Algorithm 5.5 calls
Algorithm 5.6, the only primes which can divide both aR and bR are those
which divide c, and these primes must necessarily lie in P. Further, at
each recursive call we have b′ = jb− ca and so in order to divide both aR
and b′R a prime must either divide both aR and bR or both aR and jR.
Each such prime must lie in P. We see that it suffices to examine only the
primes in P to determine the primes dividing both aR and bR, so step 3 is
obviously correct.

Note that we obtain from the last paragraph an easy check of the cor-
rectness of our input. That is, in the final step we have a = 0 and it is
easy to see that only primes in P can divide bR. We thus test, for each
p ∈ P, whether b lies in p, and compute the product of all such primes. If
this product is not equal to bR, we conclude that our initial input was in
error and b could not have been in I(a).
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We now show that the algorithm runs in polynomial time. Clearly steps
1 and 2 of Algorithm 5.5 run in a time polynomial in the input size, so we
need only check that the running time of Algorithm 5.6 is polynomial in
the size of the input to Algorithm 5.5.

Observe that by reasoning similar to that in Chapter 4,

logN(b) ≤ size(b).

Further, clearly

log |N(b)| ≤ logN(b) + logN(c) ≤ size(b) + C

where C = log δφ(m)θ.
Let t be the maximum number of bit operations used in steps 1–4 of

Algorithm 5.6 for inputs a′′ and b′′ with |N(a′′)| ≤ |N(b)|, |N(b′′)| ≤ |N(b)|.
Let k be the total number of recursions that occur during the running of
Algorithm 5.6 for the inputs a′ and b; observe that k ≤ log |N(a′)| and that
the running time of Algorithm 5.6 for the inputs a′ and b is less than kt.
We have

kt ≤ log |N(a′)|t ≤ log |N(b)|t ≤ (size(b) + C)t.

The quantity t depends on b and it is clear that it is polynomial in the
size of b. We can now quickly see that the running time of the algorithm
is polynomial in the size of b, hence polynomial in the whole input size.



Bibliography

1. Johannes A. Buchmann and Hendrik W. Lenstra, Jr., Approximating

rings of integers in number fields, Journal de Théorie des Nombres de
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